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Preface

The nature of cognitive linguistics

The movement known as cognitive linguistics is one of the most rapidly expand-
ing schools in modern linguistics and cognitive science. While it has its roots in
work conducted by a small group of pioneering figures in the 1970s, the cognitive
linguistics enterprise began to flourish in the 1980s. By the end of that decade it had
amassed a relatively large international community of adherents, an International
Cognitive Linguistics Association (the ICLA) had been established, a journal (Cognitive
Linguistics) founded and a series of biennial conferences established. From the outset,
cognitive linguistics sought to create a scientific approach to the study of language,
incorporating the tools of philosophy, psychology, neuroscience and computer science.
While cognitive linguistic approaches to language were initially based on philosophical
thinking about the mind, more recent work emphasises the importance of convergent
evidence from a broad empirical and methodological base. In the first decade of the
21st century, cognitive linguistics represents one of the most exciting and innovative
interdisciplinary approaches on offer for the study of the complex relationship between
language and mind.

The nature of this volume

This Reader constitutes a representative collection of articles, many of them classics,
from leading figures in cognitive linguistics. The articles have been selected in order
to represent the range, scope and diversity of the cognitive linguistics enterprise. Also
included is an overview essay, specifically written for this volume, which provides
a survey of the cognitive linguistics enterprise, thereby setting the scene for the
remaining articles.

The articles have been placed in thematic groupings, reflecting the core areas of
research in cognitive linguistics. While each article within a particular section has been
selected for its importance, articles have been carefully chosen in order to represent
different aspects of the particular area in question. As cognitive linguistics constitutes
an enterprise made up of a collection of theories based on a few shared assumptions,
rather than forming a single closely-articulated theory, the rationale in selecting articles
has been to choose those articles which are most representative of a specific perspective
in a given area. The articles in the Reader are drawn from a cross-section of the output
from some of the most influential and recognisable figures in cognitive linguistics. The
areas which have been selected include all the main areas associated with cognitive
linguistics. The sections are entitled: I Overview; II Empirical methods in cognitive
linguistics; 111 Prototypes, polysemy and word-meaning; IV Metaphor, metonymy and
blending; V Cognitive approaches to grammar, V1 Conceptual structure in language; and
VII Language acquisition, diversity and change. The Reader also features brief sectional
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introductions - designed to help readers contextualise the papers in that section - and
an annotated further reading list at the end of the volume, designed to provide a route
for further study and research.

Who is the Reader for?

The Reader constitutes both an accessible introduction to cognitive linguistics, and forms
an important reference work which charts the nature and range of research in cognitive
linguistics. Moreover, it serves to provide students and researchers alike with access to
the ‘primary’ literature. The introductory overview article sets the scene for much of
what is to follow. The thematic groupings are intended to assist those readers unfamiliar
with cognitive linguistics in approaching the range of articles on offer. Accordingly, the
Reader can be used as a core text in undergraduate or graduate level courses on cognitive
linguistics, or as a resource by interested scholars and lay readers who would like to gain
a better understanding of the cognitive linguistics enterprise.

Vyvyan Evans,
Benjamin K. Bergen and
Jorg Zinken.

January 2007.
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1 The cognitive linguistics enterprise: an

overview'

Vyvyan Evans, Benjamin K. Bergen and Jorg Zinken

1 Introduction

Cognitive linguistics is a modern school of linguistic thought and practice. It is con-
cerned with investigating the relationship between human language, the mind and
socio-physical experience. It originally emerged in the 1970s (Fillmore, 1975; Lakoff &
Thompson, 1975; Rosch, 1975) and arose out of dissatisfaction with formal approaches
to language which were dominant, at that time, in the disciplines of linguistics and
philosophy. While its origins were, in part, philosophical in nature, cognitive linguistics
has always been strongly influenced by theories and findings from the other cognitive
sciences as they emerged during the 1960s and 1970s, particularly cognitive psychology.
Nowhere is this clearer than in work relating to human categorization, particularly as

“adopted by Charles Fillmore in the 1970s (e.g., Fillmore, 1975) and George Lakoff in
the 1980s (e.g., Lakoff, 1987). Also of importance have been earlier traditions such
as Gestalt psychology, as applied notably by Leonard Talmy (e.g., 2000) and Ronald
Langacker (e.g., 1987). Finally, the neural underpinnings of language and cognition have
had longstanding influence on the character and content of cognitive linguistic theories,
from early work on how visual biology constrains colour term systems (Kay & McDaniel,
1978) to more recent work under the rubric of the Neural Theory of Language (Gallese
& Lakof, 2005). In recent years, cognitive linguistic theories have become sufficiently
sophisticated and detailed to begin making predictions that are testable using the broad
range of converging methods from the cognitive sciences.

Early research was dominated in the 1970s and early 1980s by a relatively small
number of scholars, primarily (although not exclusively) situated on the western sea-
board of the United States.® During the 1980s, cognitive linguistic research began to take
root in northern continental Europe, particularly in Belgium, Holland and Germany.
By the early 1990s, there was a growing proliferation of research in cognitive linguistics
throughout Europe and North America, and a relatively large internationally-distrib-
uted group of researchers who identified themselves as ‘cognitive linguists. This led,
in 1989, with a major conference held at Duisburg, Germany, to the formation of the
International Cognitive Linguistics Association, together with, a year later, the founda-
tion of the journal Cognitive Linguistics. In the words of one of the earliest pioneers in
cognitive linguistics, Ronald Langacker (1991b, p. xv), this event ‘marked the birth of
cognitive linguistics as a broadly grounded, self conscious intellectual movement’
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Cognitive linguistics is best described as a ‘movement’ or an ‘enterprise, precisely
because it does not constitute a single closely-articulated theory. Instead, it is an approach
that has adopted a common set of core commitments and guiding principles, which
have led to a diverse range of complementary, overlapping (and sometimes competing)
theories. The purpose of this article is to trace some of the major assumptions and
commitments that make cognitive linguistics a distinct and worthwhile enterprise. We
also attempt to briefly survey the major areas of research and theory construction which
characterize cognitive linguistics, areas which make it one of the most lively, exciting
and promising schools of thought and practice in modern cognitive science.*

2 Two key commitments of cognitive linguistics

The cognitive linguistics enterprise is characterized by two fundamental commitments
(Lakoff, 1990). These underlie both the orientation and approach adopted by practis-
ing cognitive linguists, and the assumptions and methodologies employed in the two
main branches of the cognitive linguistics enterprise: cognitive semantics, and cognitive
approaches to grammar, discussed in further detail in later sections.

2.1 The Generalization Commitment

The first key commitment is the Generalization Commitment (Lakoff, 1990). It represents
a dedication to characterizing general principles that apply to all aspects of human
language. This goal is just a special subcase of the standard commitment in science
to seek the broadest generalizations possibie. In contrast to the cognitive linguistics
approach, other approaches to the study of language often separate the language fac-
ulty into distinct areas such as phonology (sound), semantics (word and sentence
meaning), pragmatics (meaning in discourse context), morphology (word structure),
syntax (sentence structure), and so on. As a consequence, there is often little basis for
generalization across these aspects of language, or for study of their interrelations. This
is particularly true of formal linguistics. '

Formal linguistics attempts to model language by positing explicit mechanical
devices or procedures operating on theoretical primitives in order to produce all the
possible grammatical sentences of a given language. Such approaches typically attempt
precise formulations by adopting formalisms inspired by computer science, mathematics
and logic. Formal linguistics is embodied most notably by the work of Noam Chomsky
(e.g.. 1965,1981, 1995) and the paradigm of Generative Grammar, as well as the tradition
known as Formal Semantics, inspired by philosopher of language Richard Montague
(1970, 1973; see Cann, 1993, for a review).

Within formal linguistics it is usually argued that areas such as phonology, semantics
and syntax concern significantly different kinds of structuring principles operating
over different kinds of primitives. For instance, a syntax ‘module’ is an area in the mind
concerned with structuring words into sentences, whereas a phonology ‘module’ is
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concerned with structuring sounds into patterns permitted by the rules of any given
language, and by human language in general. This modular view of mind reinforces the
idea that modern linguistics is justified in separating the study of language into distinct
sub-disciplines, not only on grounds of practicality, but because the components of
language are wholly distinct, and, in terms of organization, incommensurable.

Cognitive linguists acknowledge that it may often be useful to treat areas such
as syntax, semantics and phonology as being notionally distinct. However, given the
Generalization Commitment, cognitive linguists do not start with the assumption
that the ‘modules’ or ‘subsystems’ of language are organized in significantly divergent
ways, or indeed that wholly distinct modules even exist. Thus, the Generalization
Commitment represents a commitment to openly investigating how the various aspects
of linguistic knowledge emerge from a common set of human cognitive abilities upon
which they draw, rather than assuming that they are produced in encapsulated modules
of the mind.

The Generalization Commitment has concrete consequences for studies of language.
First, cognitive linguistic studies focus on what is common among aspects of language,
seeking to re-use successful methods and explanations across these aspects. For instance,
just as word meaning displays prototype effects - there are better and worse examples
of referents of given words, related in particular ways — so various studies have applied
the same principles to the organization of morphology (e.g., Taylor, 2003), syntax (e.g.,
Goldberg, 1995), and phonology (e.g., Jaeger & Ohala, 1984). Generalizing successful
explanations across domains of language isn't just a good scientific practice - it isalso the
way biology works; reusing existing structures for new purposes, both on evolutionary
and developmental timescales. Second, cognitive linguistic approaches often take a
‘vertical, rather than a ‘horizontal’ approach to the study of language. Language can
be seen as composed of a set of distinct layers of organization - the sound structure,
the set of words composed by these sounds, the syntactic structures these words are
constitutive of, and so on. If we array these layers one on top of the next as they unroll
over time (like layers of a cake), then modular approaches are horizontal, in the sense
that they take one layer and study it internally — just as a horizontal slice of cake. Vertical
approaches get a richer view of language by taking a vertical slice of language, which
includes phonology, morphology, syntax, and of course a healthy dollop of semantics
on top. A vertical slice of language is necessarily more complex in some ways than a
horizontal one - it is more varied and textured - but at the same time it affords possible
explanations that are simply unavailable from a horizontal, modular perspective.

2.2 The Cognitive Commitment

The second commitment is termed the Cognitive Commitment (Lakoff, 1990). It
represents a commitment to providing a characterization of the general principles
for language that accord with what is known about the mind and brain from other
disciplines. It is this commitment that makes cognitive linguistics cognitive, and thus
an approach which is fundamentally interdisciplinary in nature.
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Just as the Generalization Commitment leads to the search for principles of
language structure that hold across all aspects of language, in a related manner, the
Cognitive Commitment represents the view that principles of linguistic structure
should reflect what is known about human cognition from the other cognitive and
brain sciences, particularly psychology, artificial intelligence, cognitive neuroscience,
and philosophy. In other words, the Cognitive Commitment asserts that models of
language and linguistic organization proposed should reflect what is known about
the human mind, rather than purely aesthetic dictates such as the use of particular
kinds of formalisms or economy of representation (see Croft, 1998, for discussion of
this last point).

The Cognitive Commitment has a number of concrete ramifications. First, linguistic
theories cannot include structures or processes that violate known properties of the
human cognitive system. For instance, if sequential derivation of syntactic structures
violates time constraints provided by actual human language processing, then it must
be jettisoned. Second, models that use known, existing properties of human cognition
to explain language phenomena are more parsimonious than those that are built from
a priori simplicity metrics. For example, quite a lot is known about human categoriza-
tion, and a theory that reduces word meaning to the same mechanisms responsible
for categorization in other cognitive domains is simpler than one that hypothesizes
a separate system for capturing lexical semantics. Finally, it is incumbent upon the
cognitive linguistic researcher to find convergent evidence for the cognitive reality of
components of any proffered model or explanation - whether or not this research is
conducted by the cognitive linguist (Gibbs, to appear/this volume).

3 Cognitive semantics and cognitive approaches to grammar

Having briefly set out the two key commitments of the cognitive linguistics enterprise,
we now briefly map out the two, hitherto, best developed areas of the field.

Cognitive linguistics practice can be roughly divided into two main areas of
research: cognitive semantics and cognitive (approaches to) grammar. The area of
study known as cognitive semantics is concerned with investigating the relationship
between experience, the conceptual system, and the semantic structure encoded by lan-
guage. In specific terms, scholars working in cognitive semantics investigate knowledge
representation (conceptual structure), and meaning construction {conceptualization).
Cognitive semanticists have employed language as the lens through which these cogni-
tive phenomena can be investigated. Consequently, research in cognitive semantics
tends to be interested in modelling the human mind as much as it is concerned with
investigating linguistic semantics. A cognitive approach to grammar is concerned
with modelling the language system (the mental ‘grammar’), rather than the nature
of mind per se. However, it does so by taking as its starting point the conclusions of
work in cognitive semantics. This follows as meaning is central to cognitive approaches
to grammar.® It is critical to note that although the study of cognitive semantics and
cognitive approaches to grammar are occasionally separate in practice, this by no
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means implies that their domains of enquiry are anything but tightly linked -most
work in cognitive linguistics finds it necessary to investigate both lexical semantics
and grammatical organization jointly.

As with research in cognitive semantics, cognitive approaches to grammar have
also typically adopted one of two foci. Scholars such as Ronald Langacker (e.g., 1987,
1991a, 1991b, 1999) have emphasized the study of the cognitive principles that give rise
to linguistic organization. In his theory of Cognitive Grammar, Langacker has attempted
to delineate the principles that structure a grammar, and to relate these to aspects of
general cognition.

The second avenue of investigation, pursued by researchers including Fillmore
and Kay (Fillmore et al., 1988; Kay & Fillmore, 1998), Lakoff (Lakoff & Thompson,
1975; Lakoff, 1987) Goldberg (1995, 2003/this volume) and more recently Bergen and
Chang (2005/this volume) and Croft (2002), aims to provide a more descriptively and
formally detailed account of the linguistic units that comprise a particular language.
These researchers attempt to provide a broad-ranging inventory of the units of language,
from morphemes to words, idioms, and phrasal patterns, and seek accounts of their
structure, compositional possibilities, and relations. Researchers who have pursued
this line of investigation are developing a set of theories that are collectively known as
construction grammars. This general approach takes its name from the view in cognitive
linguistics that the basic unit of language is a form-meaning pairing known as a symbolic
assembly, or a construction (particularly in construction grammar accounts, see, e.g.,
Goldberg, 1995, for discussion).

4 Cognitive semantics: guiding principles

In this section we consider in a little more detail the first of these two best-developed
areas of cognitive linguistics. Cognitive semantics, like the larger enterprise of which it
is a part, is not a single unified framework. Those researchers who identify themselves
as cognitive semanticists typically have a diverse set of foci and interests. However, there
are a number of guiding principles that collectively characterize a cognitive approach
to semantics. In this section we identify these guiding principles (as we see them). In
Section 5 we explore some of the major theories and research areas which have emerged
under the ‘banner’ of cognitive semantics.
The four guiding principles of cognitive semantics are as follows:

i) Conceptual structure is embodied (the ‘embodied cognition thesis’).
il) Semantic structure is conceptual structure.

iii) Meaning representation is encyclopaedic.

iv) Meaning construction is conceptualization.



THE COGNITIVE LINGUISTICS ENTERPRISE: AN OVERVIEW

4.1 Conceptual structure is embodied

Due to the nature of our bodies, including our neuro-anatomical architecture, we have a
species-specific view of the world. In other words, our construal of ‘reality’ is mediated,
in large measure, by the nature of our embodiment. One example of the way in which
embodiment affects the nature of experience is in the realm of colour. While the human
visual system has three kinds of photoreceptors (i.e., colour channels), other organisms
often have a different number (Varela et al., 1991). For instance, the visual system of squir-
rels, rabbits and possibly cats, makes use of two colour channels, while other organisms,
including goldfish and pigeons, have four colour channels. Having a different range of
colour channels affects our experience of colour in terms of the range of colours accessible
to us along the colour spectrum. Some organisms can see in the infrared range, such as
rattlesnakes, which hunt prey at night and can visually detect the heat given off by other
organisms, Humans are unable to see in this range. The nature of our visual apparatus — one
aspect of our embodiment - determines the nature and range of our visual experience.

The nature of the relation between embodied cognition and linguistic meaning
is contentious. 1t is evident that embodiment underspecifies which colour terms a
particular language will have, and whether the speakers of a given language will be
interested in ‘colour’ in the first place (Saunders, 1995; Wierzbicka, 1996). However, the
interest in understanding this relation is an important aspect of the view in cognitive
linguistics that the study of linguistic meaning construction needs to be reintegrated
with the contemporary study of human nature (e.g., Ntfiez & Freeman, 1999).

The fact that our experience is embodied - that is, structured in part by the nature of
the bodies we have and by our neurological organization - has consequences for cognition.
In other words, the concepts we have access to and the nature of the ‘reality’ we think and
talk about are a function of our embodiment. We can only talk about what we can perceive
and conceive, and the things that we can perceive and conceive derive from embodied
experience. From this point of view, the human mind must bear the imprint of embodied
experience. This thesis, central to cognitive semantics, is known as the thesis of embodied
cognition. This position holds that conceptual structure (the nature of human concepts)
is a consequence of the nature of our embodiment and thus is embodied.

4.2 Semantic structure is conceptual structure

The second guiding principle asserts that language refers to concepts in the mind of
the speaker rather than, directly, to entities which inhere in an objectively real external
world. In other words, semantic structure (the meanings conventionally associated with
words and other linguistic units) can be equated with conceptual structure (i.e., concepts).
This ‘representational’ view is directly at odds with the ‘denotational’ perspective of
what cognitive semanticists sometimes refer to as objectivist semantics, as exemplified
by some formal approaches to semantics.
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However, the claim that semantic structure can be equated with conceptual structure
does not mean that the two are identical. Instead, cognitive semanticists claim that the
meanings associated with linguistic units such as words, for example, form only a subset of
possible concepts. After all, we have many more thoughts, ideas and feelings than we can
conventionally encode in language. For example, as Langacker (1987) observes, we have a
concept for the place on our faces below our nose and above our mouth where moustaches
0. We must have a concept for this part of the face in order to understand that the hair that
grows there is called a moustache. However, there is no English word that conventionally
encodes this concept (at least not in the non-specialist vocabulary of everyday language).
It follows that the set of lexical concepts, the semantic units conventionally associated
with linguistic units such as words (see Evans, 2004, 2006; Evans & Green, 2006) is only
a subset of the full set of concepts in the minds of speaker-hearers.®

4.3 Meaning representation is encyclopaedic

The third guiding principle holds that semantic structure is encyclopaedic in nature.
This means that lexical concepts do not represent neatly packaged bundles of meaning
(the so-called dictionary view, see Haiman, 1980, for a critique). Rather, they serve as
‘points of access’ to vast repositories of knowledge relating to a particular concept or
conceptual domain (e.g., Langacker, 1987).

Of course, to claim that lexical concepts are ‘points of access’ to encyclopaedic
meaning is not to deny that words have conventional meanings associated with them.
The fact that example (1) means something different from éxample (2) is a consequence
of the conventional range of meanings associated with sad and happy.

(1) Jamesis sad.
(2) James is happy.

Nevertheless, cognitive semanticists argue that the conventional meaning associated with
a particular linguistic unit is simply a ‘prompt’ for the process of meaning construction:
the ‘selection’ of an appropriate interpretation against the context of the utterance.

By way of example take the word safe. This has a range of meanings, and the meaning
that we select emerges as a consequence of the context in which the word occurs. To
illustrate this point, consider the examples in (3), discussed by Fauconnier and Turner
(2002), against the context of a child playing on the beach.

(3) a. Thechildis safe.
b. The beachis safe.
c¢. The shovelis safe.

In this context, the interpretation of (3a) is that the child will not come to any harm.
However, (3b) does not mean that the beach will not come to harm. Instead, it means that
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the beach is an environment in which the risk of the child coming to harm is minimized.
Similarly, (3c) does not mean that the shovel will not come to harm, but that it will not
cause harm to the child. These examples illustrate that there is no single fixed property
that safe assigns to the words child, beach and shovel. In order to understand what the
speaker means, we draw upon our encyclopaedic knowledge relating to children, beaches
and shovels, and our knowledge relating to what it means to be safe. We then ‘construct’
a meaning by ‘selecting’ a meaning that is appropriate in the context of the utterance.

4.4 Meaning construction is conceptualization

The fourth guiding principle is that language itself does not encode meaning. Instead, as
we have seen, words (and other linguistic units) are only ‘prompts’ for the construction of
meaning, Accordingly, meaning is constructed at the conceptual level. Meaning construc-
tion is equated with conceptualization, a process whereby linguistic units serve as prompts
for an array of conceptual operations and the recruitment of background knowledge.
Meaning is a process rather than a discrete ‘thing’ that can be ‘packaged’ by language.

5 Cognitive semantics: major theories and approaches

In this section we briefly introduce some of the most significant theories in cognitive
semantics, and consider how they best exemplify the guiding assumptions discussed
above.

5.1 Image schema theory

The theoretical construct of the image schema was developed in particular by Mark
Johnson. In his now classic 1987 book, The Body in the Mind, Johnson proposed that
one way in which embodied experience manifests itself at the cognitive level is in terms
of image schemas. These are rudimentary concepts like CONTACT, CONTAINER and
BALANCE, which are meaningful because they derive from and are linked to human pre-
conceptual experience. This is experience of the world directly mediated and structured
by the human body. These image-schematic concepts are not disembodied abstractions,
but derive their substance, in large measure, from the sensory-perceptual experiences
that give rise to them in the first place.

The developmental psychologist Jean Mandler (e.g. 1992, 1996, 2004) has made
a number of proposals concerning how image schemas might arise from embodied
experience. Starting at an early age infants attend to objects and spatial displays in their
environment. Mandler suggests that by attending closely to such spatial experiences,
children are able to abstract across similar kinds of experiences, finding meaningful
patterns in the process. For instance, the CONTAINER image schema is more than simply
aspatio-geometric representation. It is a ‘theory’ about a particular kind of configuration
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in which one entity is supported by another entity that contains it. In other words, the
CONTAINER schema is meaningful because containers are meaningful in our everyday
experience.

Lakoff (1987, 1990, 1993/this volume) and Johnson (1987) have argued that rudi-
mentary embodied concepts of this kind provide the conceptual building blocks for
more complex concepts, and can be systematically extended to provide structure to
more abstract concepts and conceptual domains. According to this view, the reason we
can talk about being in states like love or trouble (4) is because abstract concepts like
LOVE are structured and therefore understood by virtue of the fundamental concept
CONTAINER. In this way, image-schematic concepts serve to structure more complex
concepts and ideas.

(4) a. Jamesisinlove.
b. Susanis in trouble.
¢. The government is in a deep crisis.

According to Johnson, it is precisely because containers constrain activity that it makes
sense to conceptualize POWER and all-encompassing states like LOVE or CRISIS in terms
of the CONTAINER schema.

Mandler (2004) describes the process of forming image schemas in terms of a
redescription of spatial experience via a process she labels perceptual meaning analysis.
As she notes, ‘{O]ne of the foundations of the conceptualizing capacity is the image
schema, in which spatial structure is mapped into conceptual structure’ (Mandler,
1992, p. 591). She further suggests that ‘Basic, recurrent experiences with the world
form the bedrock of the child’s semantic architecture, which is already established well
before the child begins producing language’ (Mandler, 1992, p. 597). In other words, it
is experience, meaningful to us by virtue of our embodiment, that forms the basis of
many of our most fundamental concepts. Again, this basis must be very broad, and it
underspecifies the semantic spatial categories that children acquire (see Bowerman &
Choi, 2003/this volume). Nevertheless, image schema theory represents an important
attempt to relate conceptual structure to the nature of embodiment. Thus, it most
transparently reflects the thesis of embodied cognition, and the first guiding principle
of cognitive semantics which holds that conceptual structure is embodied.

5.2 Encyclopaedic semantics

The traditional view in formal linguistics holds that meaning can be divided into a
dictionary component and an encyclopaedic component. According to this view, it is
only the dictionary component that properly constitutes the study of lexical semantics:
the branch of semantics concerned with the study of word meaning. In contrast, ency-
clopaedic knowledge is external to linguistic knowledge, falling within the domain of
‘world knowledge’. Of course, this view is consistent with the modularity hypothesis
adopted within formal linguistics, briefly mentioned earlier.
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In contrast, cognitive semanticists typically adopt an encyclopaedic approach to
meaning. There are a number of assumptions which constitute this approach to seman-
tics, which we briefly outline here.

i) There is no principled distinction between semantics and pragmatics.
ii) Encyclopaedic knowledge is structurea.

iii) Encyclopaedic meaning emerges in context.

iv) Lexical items are points of access to encyclopaedic knowledge.

v) Encyclopaedic knowledge is dynamic.

i) Thereis no principled distinction between semantics and pragmatics

First, cognitive semanticists reject the idea that there is a principled distinction between
‘core’ meaning on the one hand, and pragmatic, social or cultural meaning on the
other. This means that cognitive semanticists do not make a sharp distinction between
semantic and pragmatic knowledge. Knowledge of what words mean and knowledge
about how words are used are both types of ‘semantic’ knowledge.

Cognitive semanticists do not posit an autonomous mental lexicon which con-
tains semantic knowledge separately from other kinds of (linguistic or non-linguistic)
knowledge. It follows that there is no distinction between dictionary knowledge and
encyclopaedic knowledge: there is only encyclopaedic knowledge, which subsumes
what we might think of as dictionary knowledge.

if) Encyclopaedic knowledge is structured

The view that there is only encyclopaedic knowledge does not entail that the knowledge
we have connected to any given word is a disorganized mess. Cognitive semanticists
view encyclopaedic knowledge as a structured system of knowledge, organized as a
network. Moreover, not all aspects of the knowledge that is, in principle, accessible by
a single word has equal standing. For example, what we know about the word mango
includes information concerning its shape, colour, smell, texture and taste. This holds
whether we like or hate mangos, and so on.

iii) Encyclopaedic meaning emerges in context
Encyclopaedic meaning arises in context(s) of use, so that the ‘selection’ of encyclopaedic
meaning is informed by contextual factors. For example, recall our discussion of safe
earlier. We saw that this word can have different meanings depending on the particular
context of use. Safe can mean ‘unlikely to cause harm’ when used in the context of a child
playing with a spade. Alternatively safe can mean ‘unlikely to come to harm) when used
in the context of a beach that has been saved from development as a tourist resort.
Compared with the dictionary view of meaning, which separates core meaning
(semantics) from non-core meaning (pragmatics), the encyclopaedic view makes very
different claims. Not only does semantics include encyclopaedic knowledge, but meaning
is fundamentally ‘guided’ by context. Furthermore;, the meaning of a word is ‘constructed’
on line as a result of contextual information. From this perspective, fully-specified pre-
assembled word meanings do not exist, but are selected and formed from encyclopaedic

11
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knowledge, which is called the semantic potential (Evans, 2006) or purport (Croft &
Cruse, 2004; Cruse, 2000) of a lexical item.

iv) Lexical items are points of access to encyclopaedic knowledge

The encyclopaedic approach views lexical items as points of access to encyclopaedic
knowledge (Langacker, 1987). Accordingly, words are not containers that present neat
pre-packaged bundles of information. Instead, they selectively provide access to par-
ticular parts of the vast network of encyclopaedic knowledge.

v) Encyclopaedic knowledge is dynamic

Finally, while the central meaning associated with a word is relatively stable, the ency-
clopaedic knowledge that each word provides access to is dynamic. Consider the lexical
concept CAR. Our knowledge of cars continues to be modified as a result of our ongoing
interaction with cars, our acquisition of knowledge regarding cars, and so on (see
Barsalou, e.g., 1999).

There are two relatively well developed theories of encyclopaedic semantics. The
first is the theory of frame semantics, developed in a series of publications by Charles
Fillmore (e.g., 1975, 1977, 1982, 1985; Fillmore & Atkins, 1992). A second theory is the
theory of domains developed by Ronald Langacker (e.g., 1987).

Fillmore proposes that a semantic frame is a schematization of experience (a
knowledge structure), which is represented at the conceptual level, and held in long-
term memory. The frame relates the elements and entities associated with a particular
culturally embedded scene from human experience. Thus, a word cannot be understood
independently of the frame with which it is associated.

Langacker’s (e.g., 1987) theory of domains (like Fillmore’s theory of Frame
Semantics), is based on the assumption that meaning is encyclopaedic, and that lexical
concepts cannot be understood independently of larger knowledge structures. Langacker
calls these knowledge structures domains.

5.3 Categorization and Idealized Cognitive Models (ICMs)

A third important theoretical development in cognitive semantics relates to George
Lakoff’s theory of Idealized Cognitive Models (ICMs), developed in his now classic
1987 book Women, Fire and Dangerous Things. Like Fillmore’s notion of a semantic
frame, and Langacker’s domains, ICMs are relatively stable background knowledge
structures with respect to which lexical concepts are relativized. However, Lakoff’s
account was less concerned with developing an approach to encyclopaedic semantics
than with addressing issues in categorization which emerged from developments in
cognitive psychology.

In the 1970s the classical theory of human categorization - so called because it had
endured since the time of the ancient Greek philosophers— was called into question.
The new ideas that contributed to this development emerged from the research of
Eleanor Rosch and her colleagues on prototypes and basic level category research (e.g.,



THE COGNITIVE LINGUISTICS ENTERPRISE: AN OVERVIEW

Rosch, 1975, 1977, 1978; Rosch & Mervis, 1975; Rosch et al., 1976). Rosch’s work on
categorization, known as prototype theory, was, in fact, less a theory of knowledge
representation than a series of findings which provided new insights into human
categorization. In so far as the findings led to a theory, Rosch proposed that humans
categorize not by means of the necessary and sufficient conditions of the classical
theory but with reference to a prototype, a relatively abstract mental representation
that assembles the key attributes or features that best represent instances of a given
category.

The claim that categories are structured with respect to prototypes, or cognitive
reference points, was based on a number of experimental findings. Two of the most
striking relate to the notion that many categories appear to have fuzzy boundaries,
and the related notion of typicality effects. In terms of fuzziness, consider the category
FURNITURE. While TABLE and CHAIR are clearly instances of this category; it is less clear
whether carPET should be considered a member. Rather than having sharply delineated
boundaries as predicted by the classical view, human subjects often appear to have
difficulty judging in which categories various physical artefacts belong. Moreover, this
difficulty is influenced by context, such as the physical situation or how the object in
question is being used at a given time.

A related issue concerns the notion of prototype or typicality effects. For example,
while people judge TABLE or CHAIR as ‘good examples’ of the category FURNITURE,
CARPET is judged as a less good example. These asymmetries between category members
are called typicality effects.

Despite Rosch’s early claim that conceptual fuzziness and typicality effects are the
result of conceptual prototypes, in later work she retreated from this position.

“The fact that prototypicality is reliably rated and is correlated with category struc-
ture does not have clear implications for particular processing models nor for a theory
of cognitive representations of categories. (Rosch, 1978: 261).

In other words, while typicality effects are ‘real’ in the sense that they are empirical
findings, it does not follow that these findings can be directly ‘translated’ into a theory
of how categories are represented in the human mind. Lakoff (1987) represents an
important attempt to develop a theory of cognitive models that might plausibly explain
the typicality effects uncovered by Rosch and her colleagues.

Lakoft argued that categorization relates to idealized cognitive models (ICMs). These
are relatively stable mental representations that represent ‘theories’ about the world.
Moreover, ICMs guide cognitive processes like categorization and reasoning. Lakoft
argues that typicality effects can arise in a range of ways from a number of different
sources. One way in which typicality effects can arise is due to mismatches between
ICMs against which particular concepts are understood.

Consider the ICM to which the concept BACHELOR relates. This ICM is likely to
include information relating to the institution of marriage, and a standard marriage-
able age. It is with respect to this ICM, Lakoff argues, that the notion of BACHELOR is
understood. Furthermore, because the background frame defined by an ICM is idealized,
it may only partially match up with other cognitive models. This can therefore give rise
to typicality effects. ’
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Consider the Pope with respect to the category BACHELOR. While an individual’s
status as a bachelor is an ‘all or nothing’ affair, because this notion is understood with
respect to the legal institution of MARRIAGE, the Pope, while strictly speaking a bachelor,
is judged to be a poor example of this particular category. Lakoft’s theory accounts
for this sort of typicality effect as follows. The concept PoPE is primarily understood
with respect to the ICM of the cATHOLIC CHURCH, whose clergy are unable to marry.
Clearly, there is a mismatch between these two cognitive models. In the ICM against
which BACHELOR is understood, the Pope is ‘strictly speaking’ a bachelor, because he is
unmarried. However, the Pope is not a prototypical bachelor because the Pope is more
frequently understood with respect to a caTHOLIC CHURCH ICM in which marriage of
Catholic clergy is prohibited.

There are a number of other ways in which, according to Lakoff, typicality effects
arise, by virtue of the sorts of ICMs people have access to. For instance, a typicality
effect arises when an exemplar (an individual instance) stands for an entire category.
The phenomenon whereby one conceptual entity stands for another is called metonymy,
discussed later. Thus, typicality effects that arise in this way relate to what Lakoff refers
to as metonymic ICMs. :

An example of a metonymic ICM is the cultural stereotype HOUSEWIFE-MOTHER, in
which a married woman does not have paid work, but stays at home and looks after the
house and family. The HOUSEWIFE-MOTHER stereotype can give rise to typicality effects
when it stands for, or represents, the category MOTHER as a whole. Typicality effects arise
from resulting expectations associated with members of the category MOTHER. According
to the HOUSEWIRE-MOTHER stereotype, mothers nurture their children, and in order to
do this they stay at home and take care of them. A WORKING MOTHER, by contrast, is not
simply a mother who has a job, but also one who does not stay at home to look after her
children. Hence, the HOUSEWIFE-MOTHER model, by metonymically representing the
category MOTHER as a whole, serves in part to define other instances of the category such as
WORKING MOTHER, which thus emerges as a non-prototypical member of the category.

Lakoff’s work on ICMs is important in a number of respects. For instance, it embod-
ies the two key commitments of cognitive linguistics: the Generalization Commitment
and the Cognitive Commitment. Lakoff took what was then a relatively new set of
findings from cognitive psychology and sought to develop a model of language that
was compatible with these findings. In attempting to model principles of language in
terms of findings from cognitive psychology, Lakoff found himself devising and applying
principles that were common both to linguistic and conceptual phenomena, which thus
laid important foundations for the cognitive approach to language. ’

5.4 Cognitive lexical semantics
One important consequence of Lakoff’s theory of ICMs was the impetus it pro-

vided to the cognitive semantic treatment of word-meaning, an area known as
cognitive lexical semantics. Cognitive lexical semantics takes the position that
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lexical items (words) are conceptual categories; a word represents a category of
distinct yet related meanings that exhibit typicality effects. Thus, Lakoff argued,
words are categories that can be modelled and investigated using the theory of
ICMs. In particular, Lakoff argued that lexical items represent the type of complex
categories he calls radial categories. A radial category is structured with respect
to a prototype, and the various category members are related to the prototype
by convention, rather than being ‘generated’ by predictable rules. As such, word
meanings are stored in the mental lexicon as highly complex structured categories
of meanings or senses.

In this section, we briefly present Lakoff’s account of the semantics of over, which
has been highly influential in the development of cognitive lexical semantics. Lakoff’s
account was based on ideas proposed in a master’s thesis by Claudia Brugman, his former
student. The idea underpinning Lakoff’s approach was that a lexical item like over con-
stitutes a conceptual category of distinct but related (polysemous) senses. Furthermore,
these senses, as part of a single category, can be judged as more prototypical (central)
or less prototypical (peripheral). This means that word senses exhibit typicality effects.
For instance the ABOVE sense of over in example (5a) would be judged by most native
speakers of English as a ‘better’ example of over than the cONTROL sense in example
(5b). While the prototypical ABOVE sense of over relates to a spatial configuration, the
CONTROL sense does not.

(5) a. The picture is over the mantelpiece.
b. Jane has a strange power over him.

The intuition that the spatial meanings are somehow prototypical led Brugman and
Lakoff (1988), and Lakoff (1987) to argue that the CONTROL sense of over is derived
metaphorically from the more prototypical spatial meaning of over.

While Lakoff’s theory of lexical semantics has been hugely influential, there neverthe-
less remain a number of outstanding problems that have attracted significant discussion.
For instance, Lakoff’s so-called ‘full-specification’ view has been criticized as it entails a
potentially vast proliferation of distinct senses for each lexical item (e.g., Sandra, 1998).
For example, Lakoft’s approach entails that over has, at the very least, several dozen distinct
senses. A proliferation of senses is not problematic per se, because cognitive linguists
are not concerned with the issue of economy of representation. However, the absence of
clear methodological principles for establishing the distinct senses is problematic. More
recent work (e.g., Tyler & Evans, 2001/this volume, 2003) has sought to address some of
the difficulties inherent in Lakoff’s approach by providing a methodology for examin-
ing senses associated with lexical categories. With the also quite recent use of empirical
methods in cognitive linguistics (see Cuyckens et al., 1997/this volume), and particularly
the use of corpora and statistical analysis (e.g., Gries, 2005), cognitive lexical semantics
has now begun to make serious progress in providing cognitively realistic analyses of
lexical categories.
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5.5 Conceptual metaphor theory

Conceptual metaphor theory was one of the earliest and most important theories to take
a cognitive semantic approach. For a long time in the development of the larger cognitive
linguistics enterprise it was one of the dominant theories and despite its limitations
(see Evans, 2004; Evans & Zinken, To appear; Haser, 2005; Leezenberg, 2001; Murphy,
1996; Stern, 2000; Zinken, Hellsten, & Nerlich, in press), it still remains an important
perspective.

The seminal publication is Lakoff and Johnson’s 1980 volume Metaphors we live by,
the basic premise of which is that metaphor is not simply a stylistic feature of language,
but that thought itself is fundamentally metaphorical. According to this view, conceptual
structure is organized by cross domain mappings or correspondences which inhere
in long term memory. Some of these mappings are due to pre-conceptual embodied
experiences while others build on these experiences in order to form more complex
conceptual structures. For instance, we can think and talk about QuALITY in terms of
VERTICAL ELEVATION, as in (6):

(6) She got a really high mark in the test.

where high relates not literally to physical height but to a good mark.

According to Conceptual Metaphor Theory; this is because the conceptual domain
QUALITY is conventionally structured and therefore understood in terms of the concep-
tual domain VERTICAL ELEVATION. The claims made by conceptual metaphor theorists
like Lakoff and Johnson directly relate to two of the central assumptions associated with
cognitive semantics. The first is the embodied cognition thesis, and the second is the
thesis that semantic structure reflects conceptual structure.

In a more recent development, conceptual metaphors are held to be derived
from more basic ‘super-schematic’ aspects of conceptual structure known as primary
metaphors (Grady, 1997; Lakoft & Johnson, 1999). On this view, more culture-specific
metaphors such as THEORIES ARE BUILDINGS as exemplified by (7):

(7) a. Isthatthe foundation for your theory?
b. The theory needs more support.
¢. Theargument is shaky.

are derived from more fundamental, and arguably universal conceptual mappings
which persist in long-term memory. The process whereby more foundational primary
metaphors give rise to more complex or compound metaphors takes place by virtue of
an integration process known as conceptual blending (Grady et al., 1999/this volume),
which is discussed further below. The account of conceptual metaphor as deriving from
primary metaphors has been further fleshed out in terms of the neural operations that
could give rise to such cross-domain mappings, as elucidated in great detail by Lakoff
and Johnson (1999).
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5.6 Conceptual metonymy

In Metaphors We Live By, Lakoff and Johnson pointed out that, in addition to meta-
phor, there is a related conceptual mechanism that is also central to human thought
and language: conceptual metonymy. Like metaphor, metonymy has traditionally been
analysed as a trope: a purely linguistic device. However, Lakoff and Johnson argued
that metonymy, like metaphor, was conceptual in nature. In recent years, a considerable
amount of research has been devoted to metonymy. Indeed, some scholars have begun
to suggest that metonymy may be more fundamental to conceptual organization than
metaphor (e.g., Taylor, 2003; Radden, 2001), and some have gone so far as to claim that
metaphor itself has a metonymic basis (Barcelona, 2001).

To illustrate the phenomenon of metonymy consider the following example drawn
from Evans and Green (2006):

(8) The ham sandwich has wandering hands.

Imagine that the sentence in (8) is uttered by one waitress to another in a restaurant.
This use of the expression ham sandwich represents an instance of metonymy: two
entities are associated so that one entity (the item the customer ordered) stands for
the other (the customer). As this example demonstrates, metonymy is referential in
nature. It relates to the use of expressions to ‘pinpoint’ entities in order to talk about
them. This shows that metonymy functions differently from metaphor. For (8) to
be metaphorical we would need to understand ham sandwich not as an expression
referring to the customer who ordered it, but in terms of a food item with human
qualities. As these two quite distinct interpretations show, while metonymy is the
conceptual relation X stands for Y’, metaphor is the conceptual relation X understood
in terms of Y.

A further defining feature of metonymy pointed out by Lakoff and Johnson is that
it is motivated by physical or causal associations. Traditionally, this was expressed in
terms of contiguity. This concerns a close or direct relationship between two entities.
This explains why the waitress can use the expression the ham sandwich to refer to the
customer; there is a direct experiential relationship between then ham sandwich and
the customer who ordered it. _

A related way of viewing metonymy is that metonymy is often contingent on a
specific context. Within a specific discourse context, a salient vehicle activates and thus
highlights a particular target (Croft, 1993).

Finally, Lakoff and Turner (1989) added a further component to the cognitive
semantic view of metonymy. They pointed out that metonymy, unlike metaphor, isnot a
cross-domain mapping, but instead allows one entity to stand for another because both
concepts co-exist within the same domain. This explains why a metonymic relation-
ship is based on contiguity or conceptual ‘proximity. The reason ham sandwich in (8)
represents an instance of metonymy is because both the target (the customer) and the
vehicle (the ham sandwich) belong to the same RESTAURANT domain.
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5.7 Mental spaces theory

Mental Spaces Theory is a cognitive theory of meaning construction. Gilles Fauconnier
developed this approach in his two landmark books Mental Spaces ([1985] 1994), and
Mappings in Thought and Language (1997). More recently, Fauconnier, in collaboration
with Mark Turner in a series of papers and a 2002 book, The way we think, has extended
this theory, which has given rise to a new framework called Conceptual Blending Theory.
Together these two theories attempt to provide an account of the often hidden conceptual
aspects of meaning construction. From the perspective of Mental Spaces and Blending
theory, language provides underspecified prompts for the construction of meaning,
which takes place at the conceptual level. Accordingly, these two theories exemplify
the fourth of the guiding principles of the cognitive semantics approach. We briefly
introduce some key notions from Mental Spaces Theory and then in the next section
briefly survey the more recent Conceptual Blending Theory.

According to Fauconnier, meaning construction involves two processes: (1) the
building of mental spaces; and (2) the establishment of mappings between those mental
spaces. Moreover, the mapping relations are guided by the local discourse context,
which means that meaning construction is always context-bound. Fauconnier defines
mental spaces as ‘partial structures that proliferate when we think and talk, allowing
a fine-grained partitioning of our discourse and knowledge structures’ (Fauconnier,
1997, p. 11). The fundamental insight this theory provides is that mental spaces partition
meaning into distinct conceptual regions or ‘packets, when we think and talk.

Mental spaces are regions of conceptual space that contain specific kinds of informa-
tion. They are constructed on the basis of generalized linguistic, pragmatic and cultural
strategies for recruiting information. However, because mental spaces are constructed
‘on lin€] they result in unique and temporary ‘packets’ of conceptual structure, con-
structed for purposes specific to the ongoing discourse. The principles of mental space
formation and the relations or mappings established between mental spaces have the
potential to yield unlimited meanings.

As linguistic expressions are seen as underdetermined prompts for processes of
rich meaning construction, linguistic expressions have meaning potential. Rather than
‘encoding’ meaning, linguistic expressions represent partial building instructions, accord-
ing to which mental spaces are constructed. Of course, the actual meaning prompted
for by a given utterance will always be a function of the discourse context in which it
occurs, which entails that the meaning potential of any given utterance will always be
exploited in different ways dependent upon the discourse context.

Mental spaces are set up by space builders, which are linguistic units that either
prompt for the construction of a new mental space, or shift attention back and forth
between previously constructed mental spaces. Space builders can be expressions like
prepositional phrases (in 1966, at the shop, in Fred’s mind’s eye), adverbs (really, probably,
possibly), and subject-verb combinations that are followed by an embedded sentence
(Fred believes [Mary likes sausages], Mary hopes..., Susan states...), to name but a few.
Space builders require the hearer to ‘set up’ a scenario beyond the ‘here and now, whether
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this scenario reflects past or future reality, reality in some other location, a hypothetical
situation, a situation that reflects ideas and beliefs, and so on.

Mental spaces contain elements, which are either entities constructed on line,
or pre-existing entities in the conceptual system. Mental spaces are also internally
structured by existing knowledge structures, including frames and ICMs. The space
builders, the elements introduced into a mental space, and the properties and relations
prompted for, recruit this pre-existing knowledge structure. Once a mental space has
been constructed, it is linked to the other mental spaces established during discourse.
As discourse proceeds, mental spaces proliferate within a network or lattice, as more
background knowledge is recruited and links between the resulting spaces are created.
One of the advantages of Mental Spaces theory is that it provicies an elegant account of
how viewpoint shifts during discourse, which in turn facilitates an intuitive solution to
some of the referential problems formal accounts of semantics have wrestled with.

5.8 Conceptual blending theory

In terms of its architecture and in terms of its central concerns, Blending Theory is
closely related to Mental Spaces Theory. This is due to its central concern with dynamic
aspects of meaning construction, and its dependence upon mental spaces and mental
space construction as part of its architecture. However, Blending Theory is a distinct
theory that has been developed to account for phenomena that Mental Spaces Theory
{and Conceptual Metaphor Theory) cannot adequately account for. Moreover, Blending
Theory adds theoretical sophistication of its own.

The crucial insight of Blending Theory is that meaning construction typically
involves integration of structure from across mental spaces, that gives rise to emergent
structure: structure which is more than the sum of its parts. Blending theorists argue
that this process of conceptual integration or blending is a general and basic cognitive
operation, which is central to the way we think.

One of the key claims of cognitive semantics, particularly as developed by conceptual
metaphor theorists, is that human imagination plays a crucial role in cognitive processes,
and in what it is to be human. This theme is further developed by Gilles Fauconnier and
Mark Turner, the pioneers of Blending Theory. Blending Theory was originally developed
in order to account for linguistic structure and for the role of language in meaning
construction, particularly ‘creative  aspects of meaning construction like novel metaphors,
counterfactuals, and so on. However, recent research in Blending Theory has given rise
to the view that conceptual blending is central to human thought and imagination, and
that evidence for this can be found not only in human language, but also in a wide range
of other areas of human activity, such as art, literature, religious thought and practice,
and scientific endeavour. Fauconnier and Turner also argue that our ability to perform
conceptual integration or blending may have been the key mechanism in facilitating the
development of advanced human behaviours that rely on complex symbolic abilities.
These behaviours include rituals, art, tool manufacture and use, and language.
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The mechanism by which dynamic meaning-construction occurs involves, accord-
ing to Fauconnier and Turner, the establishment of an integration network, resulting
in a blend. Integration networks consist of (at least) two input mental spaces, a generic
space which serves to identify counterparts in the inputs, and a fourth blended space,
which provides the novel emergent structure not contained in either of the inputs. The
process of blending or integration resulting in the emergent structure contained in the
blended space involves a process termed compression which reduces the conceptual
‘distance’ between counterpart elements in the input spaces.

For instance, consider the following example adapted from John Taylor (2002):

(9) InFrance, Bill Clinton wouldn’t have been harmed by his affair with Monica Lewinsky.

This is a complex counterfactual which is achieved by virtue of conceptual blending.
The point of the utterance is to set up a disanalogy between what we know about the US
and the behaviours expected by American voters of their political leaders especially with
respect to marital fidelity, and the behaviours expected by French voters of their political
leaders. Yet, this disanalogy is achieved by establishing a counterfactual scenario, a
complex imaginative feat, in order to facilitate inferential work in reality, with respect to
American and French attitudes to extramarital affairs. Conceptual blending theory, thus,
represents an ambitious attempt to model the dynamic qualities of meaning-construc-
tion, by extending the theoretical architecture of Mental Spaces theory. Its applications
are wide-ranging, including, for example, the study of the development and cognitive
structure of mathematical systems (Lakoff & Nuiiez, 2000).

6 Cognitive approaches to grammar: guiding principles

Just as we have seen for cognitive semantics, cognitive linguists who study grammar
typically have a diverse set of foci and interests. Some cognitive linguists are primarily
concerned with elucidating the cognitive mechanisms and principles that might account
for the properties of grammar, as Ronald Langacker does in his highly detailed theory
Cognitive Grammar, and as Leonard Talmy does in developing his model. Others are
primarily concerned with characterizing and delineating the linguistic units or construc-
tions that populate a grammar; theories of this kind are called construction grammars.
Finally, cognitive linguists who focus on grammatical change set out to explain the
process of grammaticalization, whereby open-class elements gradually transform into
closed-class elements. These different paths of investigation are united by certain shared
assumptions, which we very briefly set out in this section. We thus identify the two
guiding principles that underpin a cognitive approach to grammar (as we see them).

Cognitive approaches to grammar assume a cognitive semantics, and build a model
of linguistic knowledge (‘grammar’) which is consistent with the assumptions and
findings of work in cognitive semantics. In addition to this, the two guiding principles
of cognitive approaches to grammar are:
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i) The symbolic thesis.
ii) The usage-based thesis.

6.1 The symbolic thesis

The symbolic thesis holds that the fundamental unit of grammar is a form-mean-
ing pairing, or linguistic unit (called a ‘symbolic assembly’ in Langacker’s Cognitive
Grammar, or a ‘construction’ in construction grammar approaches). In Langacker’s
terms, the symbolic unit has two poles: a semantic pole (its meaning) and a phonological
pole (its sound). The idea that language has an essentially symbolic function, and that
the fundamental unit of grammar is the symbolic unit, has its roots in Ferdinand de
Saussure’s (1857-1913) theory of language. Central to Saussure’s theory was the view
that language is a symbolic system in which the linguistic expression (sign) consists of
a mapping between a concept (signified) and an acoustic signal (signifier), where both
signified and signifier are psychological entities. While there are important differences
between Saussure’s work and the approach taken in cognitive linguistics, the cognitive
approach adopts the idea of the Saussurean symbol. In cognitive approaches the semantic
pole corresponds to the ‘signified; and the phonological pole to the ‘signifier’ These are
both ‘psychological entities’ in the sense that they belong within the mental system of
linguistic knowledge (the ‘grammar’) in the mind of the speaker.”

It follows that cognitive approaches to grammar are not restricted to investigating
aspects of grammatical structure, largely independently of meaning, as is often the case
in formal traditions. Instead, cognitive approaches to grammar encompass the entire
inventory of linguistic units defined as form-meaning pairings. These run the gamut
from skeletal syntactic configurations such as the ditransitive construction (expressed in
John baked Mary a cake) to idioms (like kick the bucket), to bound morphemes like the
—er suffix, to words. This entails that the received view of clearly distinct ‘sub-modules’
of language cannot be meaningfully upheld within cognitive linguistics, where the
boundary between cognitive semantics and cognitive approaches to grammar is less
clearly defined. Instead, meaning and grammar are seen as mutually interdependent
and complementary. To take a cognitive approach to grammar is to study the units of
language, and hence the language system itself. To take a cognitive approach to semantics
is to attempt to understand how this linguistic system relates to the conceptual system,
which in turn relates to embodied experience.

The adoption of the symbolic thesis has an important consequence for cognitive
approaches to grammar. Because the basic unit is the linguistic or symbolic unit, mean-
ing achieves central status. That is, as the basic grammatical unit is a symbolic unit,
then form cannot be studied independently of meaning. This entails that the study of
grammar, from a cognitive perspective, is the study of the full range of units that make
up alanguage, from the lexical to the grammatical. For example, cognitive linguists argue
that the grammatical form of a sentence is paired with its own (schematic) meaning
in the same way that words like cat represent pairings of form and (content) meaning.
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The idea that grammatical units are inherently meaningful is an important theme
in cognitive approaches to grammar, and gives rise to the idea of a lexicon-grammar
continuum, in which content words like cat and grammatical constructions like the
passive or the ditransitive both count as symbolic units, but differ in terms of the quality
of the meaning potential associated with them.

6.2 The usage-based thesis

The usage-based thesis holds that the mental grammar of the speaker (his or her knowl-
edge of language) is formed by the abstraction of symbolic units from situated instances
of language use. An important consequence of adopting the usage-based thesis is that
there is no principled distinction between knowledge of language and use of language
(competence and performance, in generative terms), since knowledge of language is
knowledge of how language is used. The usage-based thesis is central not just to cogni-
tive approaches to grammar but approaches to both language change and language
acquisition which take a cognitive linguistic perspective, as represented by articles by
Tomasello (2000/this volume) and by Croft (1996/this volume).

7 Major theories and approaches

In this section we consider some of the major theoretical approaches in cognitive linguistics
which focus on language as a system of knowledge (‘grammar’). The ultimate objective of
a cognitive theory of grammar is to model speaker-hearer knowledge of language in ways
that are consistent with the two key commitments underlying the cognitive linguistics
enterprise, the Generalization and Cognitive commitments discussed earlier. From this
perspective, language emerges from general cognitive mechanisms and processes.

7.1 Talmy’s grammatical vs. lexical sub-systems approach

The model of grammar developed by Leonard Talmy (e.g., Talmy, 2000, Chapter 1/
this volume), assumes the symbolic thesis and, like other cognitive approaches to
grammar, views grammatical units as inherently meaningful. However, Talmy’s model
is distinguished by its emphasis on the qualitative distinction between grammatical
(closed-class) and lexical (open-class) elements. Indeed, Talmy argues that these two
forms of linguistic expression represent two distinct conceptual subsystems, which
encode qualitatively distinct aspects of the human conceptual system. These are the
grammatical subsystem and the lexical subsystem. For Talmy, while closed-class elements
encode schematic or structural meaning, open-class elements encode meanings that
are far richer in terms of content. In his research output Talmy is primarily interested
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in delineating the nature and organization of the grammatical subsystem. In particular,
Talmy is concerned with establishing the nature and function of the conceptual structure
subsystem, which is to say the conceptual structure encoded by closed class elements.
For Talmy this issue is a particularly fascinating one as in principle, language could
function with a lexical or conceptual content system alone. The fact that languages
do not makes establishing the distinction in terms of the respective contributions of
the two subsystems in encoding and externalizing our cognitive representation(s) a
particularly fascinating one. Because Talmy assumes the bifurcation of the conceptual
system into two distinct subsystems, his cognitive model of grammar focuses more on
the closed-class system than it does on the open-class system.

According to Talmy, the closed-class subsystem is semantically restricted and has
a structuring function, while the open-class system is semantically unrestricted and has
the function of providing conceptual content. To illustrate the restricted nature of the
closed-class system, Talmy observes that while many languages have nominal inflections
that indicate NUMBER, no language has nominal inflections that indicate coLoURr. For
example, many languages have a grammatical affix like plural -s in English, but no lan-
guage has a grammatical affix designating, say, REDNESs. Furthermore, the grammatical
system reflects a restricted range of concepts within the relevant domain. For example,
the grammatical NUMBER system can reflect concepts like SINGULAR, PLURAL Or PAUCAL
(meaning ‘a few’) but not concepts like MILLIONS or TWENTY-SEVEN. Talmy accounts
for such restrictions by means of the observation that grammatical categories display
topological rather than Euclidean properties. In other words, the meaning encoded by
closed-class elements remains constant despite contextual differences relating to size,
shape and so on. For example, the demonstrative determiner that in the expressions that
book in your hand and that city encodes DISTANCE FROM THE SPEAKER regardless of the
expanse of that distance. As these examples illustrate, the function of the grammatical/
closed-class system is to provide a ‘pared-down’ or highly abstract conceptual structure.
This structure provides a ‘scaffold’ or a ‘skeleton’ over which elements from the lexical/
open-class system are laid in order to provide rich and specific conceptual content.

Talmy argues that while no inventory of concepts expressible by open-class forms
can ever be specified (because there is no limit to human experience, knowledge and
understanding), there is a restricted inventory of concepts expressible by closed-class
forms. Each individual language has access to this inventory, but it does not follow
that any given language will exploit all the available possibilities. Thus, one of the
major impulses behind Talmy’s work is to provide a descriptively adequate account
of the major semantic content associated with the grammatical subsystem. He does
this by identifying what he refers to as schematic systems within which closed-class
elements appear to cluster. These systems include (at least) a configurational system, an
attentional system, a perspectival system and a force-dynamics system. Thus, Talmy’s
approach represents an attempt to characterize that aspect of our cognitive representa-
tion that is encoded by the closed-class subsystem, and to describe how that system
is organized.
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7.2 Cognitive Grammar

Cognitive Grammar is the theoretical framework that has been under development by
Ronald Langacker since the mid 1970s, and is best represented in his two Foundations
of Cognitive Grammar volumes published in 1987 and 1991. This is also arguably the
most detailed and comprehensive theory of grammar to have been developed within
cognitive linguistics, and to date has been the most influential.

Langacker’s approach attempts to model the cognitive mechanisms and principles
that motivate and license the formation and use of symbolic units of varying degrees
of complexity. Like Talmy, Langacker argues that grammatical or closed-class units are
inherently meaningful. Unlike Talmy, he does not assume that open-class and closed-
class units represent distinct conceptual subsystems.

Instead, Langacker argues that both types of unit belong within a single structured
inventory of conventionalized linguistic units which represents knowledge of language
in the mind of the speaker. Accordingly, Langacker’s model of grammar has a rather
broader focus than Talmy’s.

For Langacker, knowledge of language (the mental grammar) is represented in the
mind of the speaker as an inventory of symbolic units (Langacker, 1987, p. 73). It is only
once an expression has been used sufficiently frequently and has become entrenched
(acquiring the status of a habit or a cognitive routine) that it becomes a unit. From this
perspective, a unit is a symbolic entity that is not built compositionally by the language
system but is stored and accessed as a whole. Furthermore, the symbolic units repre-
sented in the speaker’s grammar are conventional. The conventionality of a linguistic unit
relates to the idea that linguistic expressions become part of the grammar of a language
by virtue of being shared among members of a speech community. Thus conventionality
is a matter of degree. For instance, an expression like dog is more conventional (shared by
more members of the English-speaking community) than an expression like allophone,
which is shared only by a subset of English speakers with specialist knowledge relating
to the study of linguistics. The role of entrenchment and conventionality in this model
of grammar emerge from the usage-based thesis (see Langacker, 2000, for detailed
discussion; see also Evans & Green, 2006, Chapter 4, for a review).

Symbolic units can be simplex or complex in terms of their symbolic structure.
For example, a simplex symbolic unit like a morpheme may have a complex semantic
or phonological structure, but is simplex in terms of symbolic structure if it does not
contain smaller symbolic units as subparts. The word dog and the plural marker -s
are examples of simplex symbolic units. Complex units vary according to the level of
complexity, from words (for example, dogs) and phrases (for example, John’s brown dog)
to whole sentences (for example, Geoff kicked the dog). Langacker refers to complex
symbolic units as constructions.

The repository of entrenched symbolic units is conceived by Langacker as a mental
inventory. Yet, the contents of this inventory are not stored in a random way. The
inventory is structured, and this structure lies in the relationships that hold between
the units. For example, some units form subparts of other units which in turn form
subparts of other units (for example, morphemes make up words and words make up
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phrases which in turn make up sentences). This set of interlinking and overlapping
relationships is conceived as a network.

There are three kinds of relation that hold between members of the network: (i)
symbolization-the symbolic links between semantic pole and phonological pole; (ii)
categorization—for example, the link between the expressions rose and flower, given that
ROSE is a member of the category FLOWER; and (3) integration (the relation between
parts of a complex symbolic structure like flower-s).

As a constraint on the model, Langacker (1987, pp. 53-54) proposes the content
requirement. This requirement holds that the only structures permissible within the
grammar of a language are (i) phonological, semantic and symbolic units; (ii) the rela-
tions that hold between them (described above); and (iii) schemas that represent these
units. This requirement excludes abstract rules from the model. Instead, knowledge of
linguistic patterns is conceived in terms of schemas.

7.3 Constructional approaches to grammar

Constructional approaches to grammar are based on the observation that the meaning
of awhole utterance is more than a combination of the words it contains - the meaning
of the whole is more than the meaning of the parts (Lakoff, 1977). There are (at least)
four main varieties of constructional approach to grammar. The first is the theory called
Construction Grammar that was developed by Charles Fillmore, Paul Kay and their col-
leagues (e.g., Fillmore et al., 1988/this volume). While this theory is broadly generative
in orientation, it set the scene for the development of cognitively realistic theories of
construction grammar which adopted the central thesis of Fillmore and Kay’s approach.
This thesis is the position that grammar can be modelled in terms of constructions rather
than ‘words and rules. In part, Construction Grammar is motivated by the fact that
certain complex grammatical constructions (e.g. idioms like kick the bucket or throw
in the towel) have meaning that cannot be predicted on the basis of their sub-parts and
might therefore be ‘stored whol€ rather than ‘built from scratch’

We also briefly introduce three other constructional approaches that are set
firmly within the cognitive linguistics framework: (1) a model that we call Goldberg’s
Construction Grammar, developed by Adele Goldberg (e.g., 1995, 2003/this volume);
(2) Radical Construction Grammar, developed by William Croft (e.g., 1996/this volume,
2001); and (3) Embodied Construction Grammar, a recent approach developed by
Benjamin Bergen and Nancy Chang (2005/this volume). It is worth pointing out that
Cognitive Grammar could also be classified as a constructional approach to grammar
because Langacker also adopts a constructional view of certain types of grammatical
unit. However, Langacker defines the notion of a construction in a different way from
these models. :

Cognitive Grammar and constructional approaches to grammar share another
feature in common. Both are inventory-based approaches to the study of grammar
(Evans & Green, 2006). In other words, both types of approach view the grammar as an
inventory of symbolic units rather than a system of rules or principles. This amounts to
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the claim that the language system does not work predominantly by ‘building’ structure
(as in generative models of grammar) but by ‘storing’ it.

Fillmore et als Construction Grammar

In their 1988 paper (this volume), Fillmore, Kay and O’Connor argue in favour of
a model in which, like the lexical item, the complex grammatical construction (the
phrase or the clause), has semantic and pragmatic properties directly associated with
it. To illustrate they examine formal idioms, complex expressions which have syntax
that is unique to the complex construction of which it is part. In principle, the number
of instances of a formal idiom constructions is infinitely large. Despite this, such con-
structions often have a clearly identifiable semantic value and pragmatic force. For this
reason, formal idioms pose a particularly interesting challenge to the ‘words and rules’
model of grammar. They are productive and therefore rule-based, yet often defy the
‘usual’ rules of grammar. Fillmore et al. therefore took as their case study the idiomatic
let alone construction.

In light of their findings concerning the let alone construction, Fillmore et al. argue
against the ‘words and rules’ view (which they call the ‘atomistic’ view) of grammatical
operations, where lexical items are assembled by phrase structure rules into complex
units that are then assigned compositional meaning and only subsequently subjected
to pragmatic processing. In other words, they argue against a modular view of the
language system. Instead of a model in which syntactic, semantic, phonological and
pragmatic knowledge is represented in encapsulated subsystems, the constructional
model proposes that all this information is represented in a single unified representation,
which is the construction.

In later work, for example Kay and Fillmore (1999), Fillmore, Kay and their collabo-
rators develop their theory of Construction Grammar further. This model is monostratal:
containing only one level of syntactic representation rather than a sequence of structures
linked by transformations, a feature that characterizes transformational generative
models like Principles and Parameters Theory. Furthermore, the representations in
Construction Grammar contain not only syntactic information but also semantic
information relating to argument structure as well as pragmatic information.

Goldberg’s Construction Grammar

The contribution of Fillmore et al. (1988) and Kay and Fillmore (1999) in developing
Construction Grammar was to establish the symbolic thesis from first principles. These
researchers observed that the ‘words and rules’ approach to grammar, while accounting
for much that is regular in language, had failed to account for the irregular, which repre-
sents a significant subset of language. They then set out to explain the irregular first, on
the assumption that once principles have been developed that account for the irregular,
then the same principles should be able to explain the regular as trivial cases.

The next stage in developing the constructional perspective was to apply this
approach to what is regular in the grammar. Perhaps the most important develop-
ment in this area has been Adele Goldberg’s work, most notably her landmark 1995
book, Constructions (see also Goldberg, 2003/this volume). In this work Goldberg
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developed a theory of construction grammar that sought to extend the constructional
approach from ‘irregular’ idiomatic constructions to ‘regular’ constructions. In order
to do this, she focused on verb argument constructions. In other words, she examined
‘ordinary’ sentences, like ones with transitive or ditransitive structure, and built a theory
of construction grammar for the argument structure patterns she found there. One of
Goldberg’s notable achievements, in addition to making a compelling case for the con-
structional approach to verbal argument structure, was in showing that ‘sentence-level’
constructions exhibit the same sorts of phenomena as other linguistic units including
polysemy and metaphor relations and extensions.

Radical Construction Grammar

The Radical Construction Grammar model was developed by Croft (1996/this volume,
2001), and sets out to explore the implications of linguistic typology for syntactic theory.
Linguistic typology is the subdiscipline of linguistics that examines the structural prop-
erties of language from a crosslinguistic perspective and describes patterns of similarity
as well as observing points of diversity. Although typological studies can in principle be
theory neutral, relying on large-scale comparisons and statistical findings, explanations
for the patterns observed are usually couched in functional terms. Functional typology is
in a number of ways compatible with the approach adopted by cognitive linguists, and
it is this link that Croft seeks to exploit in developing a model of language that marries
typological insights with a meaning-based model of language structure.

Croft argues that instead of taking grammatical universals across the world’s lan-
guages as a starting point and building a model of language that assumes a universal
grammar (the formal approach), we should instead take grammatical diversity as a
starting point and build a model that accounts adequately for patterns of typological
variation. Croft argues that a constructional approach is best placed to provide this
type of model, since a constructional approach enables the articulation of the arbitrary
and the unique, in contrast to most formal approaches which place the emphasis on
generalization.

What makes Croft’s constructional approach ’radical’ emerges as a consequence
of the typological stance he adopts. In Croft’s theory, the existence of constructions is
the only primitive theoretical construct. All other linguistic elements, including word
classes, such as nouns and verbs, word order patterns, and grammatical relations such
as subject and object are epiphenomenal. In this way, the notion of syntax, as usually
understood, is eradicated from the picture altogether.

Embodied Construction Grammar

Embodied Construction Grammar (ECG) is a recent theory of construction grammar
developed by Benjamin Bergen and Nancy Chang, together with various collabora-
tors. In this model, the emphasis is on language processing, particularly language
comprehension or understanding. In other words, while the approaches we have
discussed thus far place the emphasis on modelling linguistic knowledge rather than
on on-line processing, the ECG model takes it for granted that constructions form
the basis of linguistic knowledge, and focuses on exploring how constructions are
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processed in on-line or dynamic language comprehension. Moreover, ECG is cen-
trally concerned with describing how the constructions of a given language relate to
embodied knowledge in the process of language understanding. Therefore much of
the research to date in ECG has been focused on developing a formal ‘language’ to
describe the constructions of a language like English; this formal language also needs
to be able to describe the embodied concepts that these constructions give rise to in
dynamic language comprehension. For further details see Bergen and Chang (2005/
this volume). ’

7.4 Cognitive approaches to grammaticalization

The final group of theories that we mention, albeit briefly, are cognitive approaches to
grammaticalization: the process of language change whereby grammatical or closed-class
elements evolve gradually from the open-class system. Because it relates to language
change, the process of grammaticalization falls within the domain of historical linguis-
tics. Grammaticalization is also of interest to typologists (see Croft, 1996/this volume),
because patterns of language change can inform their explanations of current patterns
in language. A subset of these historical linguists and typologists have developed models
that are informed by cognitive linguistics, which attempt to explain the grammaticaliza-
tion process. See in particular Heine et al. (1991), Sweetser (1990) and Traugott and
Dasher (2002).

8 Empirical approaches in cognitive linguistics

A criticism that has been levelled against cognitive linguistics, particularly early on
in the development of the enterprise, related to a perceived lack of empirical rigour.
This criticism arose in response to some of the early foundational studies conducted
under the banner of cognitive semantics. For example, while intuitively appealing,
early research on lexical polysemy networks (see Brugman & Lakoff, 1988) and early
research on conceptual metaphors (Lakoff & Johnson, 1980) was largely based on
speaker intuition and interpretation. The studies on over by Brugman ([1981] 1988;
Brugman & Lakoff, 1988) and Lakoft (1987), for instance, were criticized for lacking a
clear set of methodological decision principles (see Sandra, 1998), particularly given
semantic network analyses of the same lexical item often differed quite radically from
one theorist to another (see Sandra & Rice, 1995, for a review). In recent years, the
empirical foundations of cognitive linguistics have become stronger. For example,
experimental research (e.g., Gibbs, 1994; Boroditsky, 2000) and discourse analytic
research (e.g., Musolff, 2004; Zinken et al., in press) have begun to provide an empirical
basis for drawing conclusions about conceptual metaphor. Research by Seana Coulson
(e.g. Coulson & Van Petten, 2002/this volume) has begun to provide an empirical basis
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for assessing conceptual integration networks. Research by psycholinguists Sandra and
Rice (1995) and Cuyckens et al. (1997/this volume), together with cognitively oriented
corpus studies as illustrated by Gries (2005) have begun to strengthen the empirical
basis of cognitive approaches to lexical semantics, and research by Tyler and Evans
(e.g. 2001/this volume), among others, has begun to provide a sound theoretical and
methodological basis for investigating lexical polysemy. Finally, experimental work in
the area of mental simulation (Zwaan et al., 2002; Glenberg & Kaschak, 2002; Bergen,
to appear) offers experimental confirmation of the role of mental imagery in the con-
struction of sentential meaning. With respect to cognitive approaches to grammar,
William Croft’s (e.g. 1996/this volume, 2001) proposals concerning the integration of
typological methods with cognitive linguistic theory has strengthened the empirical
basis of constructional accounts of grammar.

Indeed, the last few years have witnessed an increase in the influence of empirical
methods from neighbouring disciplines upon cognitive linguistics, including brain-
scanning techniques from experimental psychology. The increased concern with
empirical methods is attested by Gonzales-Marquez et al. (to appear), a collection of
© papers emerging from a recent workshop entitled ‘Empirical Methods in Cognitive
Linguistics’

Despite these advances, outstanding challenges remain. For example, Gibbs (2000,
p. 349) observes that many psychologists complain that work in cognitive linguistics
that attempts to infer ‘aspects of conceptual knowledge from an analysis of systematic
patterns of linguistic structure leads to theories that appear to have a post hoc quality’
In other words, psychologists have argued that cognitive linguistic theories are not
predictive but assume without adequate evidence that the conceptual system has certain
properties in order to account for the properties of language.

For example, Blending Theory purports to be a theory about conceptual processes
but is forced to posit underlying mental spaces and integration networks in order to
account for linguistic expressions. In other words, it infers the conceptual structures that
it attempts to demonstrate evidence for rather than seeking independent evidence for
these conceptual structures (from psychology or psycholinguistics, for example). This
means that the theory cannot be empirically falsified, since it does not make predictions
about the properties of conceptual structure that can be empirically tested. Falsifiability
is a necessary property of any theory that seeks to achieve scientific rather that purely
ideological status. Accordingly, if cognitive linguistic accounts of conceptual structure
are to achieve a theoretical status beyond ideology, it will be necessary for them to
continue to develop the means by which they can be empirically tested.

9 Achievements of the cognitive linguistics enterprise

In this final section we briefly review some of the most significant achievements of the
cognitive linguistics enterprise, as we see them.
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9.1 Anintegrated view of language and thought

The Generalization Commitment and the Cognitive Commitment, the two key commit-
ments which underpin a cognitive linguistics approach, have given rise to an integrated
approach to linguistic and conceptual organization. This has been particularly evident in
cognitive semantics and cognitive approaches to grammar, the two areas we have focused
upon in this review article. Other areas, such as cognitive approaches to phonology,
cognitive approaches to pragmatics and applications of cognitive linguistics to areas
such as psycholinguistics and language teaching, while increasingly the focus of research
in cognitive linguistics, remain at this point less well developed.

9.2 Re-examination of the empiricist thesis

The rationalist view that underpins generative approaches to Janguage has dominated
the field of linguistics for over half a century. A notable achievement of the cognitive
linguistics enterprise has been to refocus interest on the empiricist perspective, and
thus to reopen channels of investigation into language and mind that take into account
embodiment, experience and usage while remaining firmly committed to the study of
cognitive structures and processes.

9.3 Focus on conceptual phenomena

Cognitive linguistics has also contributed to extending the range of conceptual phenomena
studied by cognitive scientists. For example, the idea of conceptual projection or ‘map-
pings, which is addressed by the frameworks of Conceptual Metaphor Theory, Mental
Spaces Theory and Conceptual Blending Theory, attempts to model the richness and
complexity of the human imagination. Until relatively recently, it was assumed either that
the human imagination was peripheral to cognition or that it could not be systematically
studied. The cognitive linguistics enterprise has provided an approach for studying the
imagination, and has shown that language reveals systematic processes at work in human
imagination which cognitive linguists have argued are central to the way we think.

9.4 Integration of formalist and functionalist concerns

A further achievement of the cognitive linguistics enterprise has been to integrate formal-
ist and functionalist concerns. While formalists are particularly concerned with develop-
ing descriptively adequate accounts of linguistic phenomena and with modelling the
representation of knowledge of language in the mind, functionalists have been primarily
concerned with exploring the social and communicative functions of situated language
use. Cognitive linguistics, while functionalist in spirit, is concerned both with achieving
descriptive adequacy and with modelling Janguage as a cognitive phenomenon.
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9.5 A final caveat

Despite these achievements, there remain, of course, other kinds of challenges for
the cognitive linguistics enterprise. Indeed, it is worth pointing out that the detailed
and precise claims made by cognitive linguists about conceptual organization, e.g.,
conceptual metaphors, are largely based on the properties of language and are therefore,
for the most part, inferential. Until we learn a good deal more about the human mind
and brain, this remains a sobering caveat for any theory that attempts to model the
cognitive representation of language.

Notes

1

We are grateful to Michael Israel, George Lakoff and Chris Sinha for helpful comments
on an earlier draft of this paper. )

For a review of historical antecedents of cognitive linguistics see Nerlich and Clarke (in
press).

This applies to the history of cognitive linguistics in the English-speaking academic
world. It adds to the importance of cognitive linguistics as a new ‘paradigm’ to note
that cognitive linguistic theories with very similar commitments were independently
being developed around the same time in other academic discourses, e.g., in countries
where the language of international scientific discourse is Russian (see, for example,
Bartminski, 1993).

Cognitive linguistics has by now been applied to a wide range of areas, including
non-verbal communication (e.g., gesture, sign language(s)), and applied linguistics
(including literature, and language teaching/pedagogy), as well as a by now bewildering
array of disciplines in the social and cognitive sciences, and humanities. Considera-
tion of such applications and areas is clearly beyond the scope of this review article,
which is primarily concerned with the theoretical and ideological underpinnings of
the enterprise and a review of some of the notable theoretical approaches. For a fuller
review, and copious references to some of the applications to which cognitive linguistic
theories have been put, see Evans and Green (2006).

This centrality of meaning for cognitive linguistics is another way in which this enter-
prise is necessarily ‘cognitive’, as pointed out by Talmy (2000).

One objection that has been levelled at cognitive semantics is that some proponents
appear to straightforwardly equate semantic structure with conceptual structure (see
Levinson, 1997, for a critical appraisal of such a view). As Sinha (1999) observes, such
a position, if accepted, would be deeply problematic. Recent work, such as the theory
of Lexical Concepts and Cognitive Models, developed by Evans (e.g., 2006) argues for
a level of semantic structure, ‘lexical concepts’, which are distinct from conceptual
structure. '

Note that the adoption of such a bi-polar semiotic model is not an intrinsic, but a his-
torical aspect of cognitive linguistic research. In fact, many cognitive linguists argue for
a ‘triangular’ semiotics that can model the grounding of linguistic meaning construc-
tion in the intersubjectively shared world (e.g., Sinha, in press).
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Section ||
Introduction

Empirical methods in cognitive linguistics

Benjamin Bergen

From a historical perspective, cognitive linguistics, a field founded in cross-discipli-
nary empirical methodologies, has undergone a remarkable cycle of growth. Work in
cognitive linguistics in the 1970s and 1980s, the time when it began organizing as a
self-conscious enterprise, was in large part driven by results from cognitive psychology
and cognitive anthropology. This is especially clear in the areas of lexical semantics
(e.g. Lakoff, 1987/this volume) and cognitive grammar (Langacker, 1986/this volume),
where results on categorization and attention motivated theoretical constructs like radial
category structure and profiling. The field subsequently underwent a rapid expansion
in which the major emphasis was on developing theoretical apparatus, and noticeably
less contact was made between the empirical methods of cognitive psychology and the
increasingly detailed theories of cognitive linguistics. The late 1990s saw a rebirth of
interest in crossing this line, with a new slant - rather than building linguistic theory
on the basis of psychological evidence, the cognitive linguistic theories had by now
developed to such a point that they could generate empirically testable claims, well
suited to evaluation using the paradigms of cognitive psychology and computational
modeling. Cross-disciplinary work by cognitive psychologists, like Gibbs et al. (1997),
Boroditsky (2000), Zwaan et al. (2002), Glenberg and Kaschak (2002), Richardson et al.
(2003), and Matlock (2004), was pivotal during this period in supplying experimental
evidence pertaining to cognitive linguistic models. At the same time, the empirical
evaluation of claims of cognitive linguistic models came to be tested through systematic
corpus investigations (Boas 2003, Stefanowitsch & Gries, 2003/this volume).

In terms of the precise empirical methods used, cognitive linguistics originally grew
out of a prevailing academic context in which introspection about grammaticality or
acceptability was the normal basis for determining the empirical substrate over which
linguistic theories were to operate. As elsewhere within the field of linguistics, cogni-
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tive linguistics has since substantially expanded its emphasis on the use of convergent
empirical methods. Included among these are the empirical tools of other subdisciplines
of linguistics, including longitudinal (Johnson, 1999) and experimental (Tomasello,
2000) studies of acquisition, psycholinguistic methods like lexical priming (Gibbs et al.,
1997) and self-paced reading (Zwaan & Taylor, 2006), and quantitative investigations
of large bodies of corpus data (Stefanowitsch & Gries, 2003/this volume). Standard
experimental methods from cognitive psychology (Boroditsky, 2001/this volume) and
from cognitive neuroscience (Coulson & Van Petten, 2002/this volume) are similarly
gaining in popularity. Other notable recent sources of convergent evidence are historical
change (Sweetser, 1990), and paralinguistic gesture (Nuiiez & Sweetser, 2006).

This section opens with Gibbs’ persuasive argument for the importance to cognitive
linguistics of defining theoretical models that make empirical predictions suitable for
testing. While he argues that cognitive linguists need not be cognitive psychologists
as well, it is clear from the increased interest among cognitive linguists in using the
methods of cognitive psychology, and among cognitive psychologists in operationalizing
the claims of cognitive linguistics, that promising cross-disciplinary work is on the rise.
Cuyckens, Rice, and Sandra subsequently present a range of studies investigating classic
questions pertaining to the structure of word meaning, using experimental methods
from psycholinguistics. Stefanowitsch and Gries present straightforwardly implementa-
ble statistical means to investigate how words interact with larger constructions in large
language corpora. Finally, the section ends with a study by Coulson and Van Petten
exemplifying recent work investigating neural activity underlying the use of metaphor
and conceptual integration, central areas of cognitive linguistic study.
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2  Why cognitive linguists should care more
about empirical methods

Raymond W. Gibbs, Jr.

Linguistics and psychology have always had a curious relationship. Ever since the early
days of generative linguistics when Chomsky started to argue that linguistics was a
subfield of cognitive psychology, there has always been intense debate as to whether
linguistic theories are ‘psychologically real’ In the early and mid 1960s, for example,
psychologists were quite enthusiastic about transformational grammar being part of the
underlying principles organizing sentence processing. But a vast body of experimental
research showed by the early 1970s that this was simply not the case (Fodor, Bever, &
Garrett, 1974). Since that time, psychologists have struggled to apply various linguistic
theories to explain language acquisition, production, and comprehension, with many
psychologists expressing significant skepticism toward any theory of language use that
is not based on objective, scientific experiments. This has most recently been true in
regard to how psychologists view the various theories and claims of cognitive linguis-
tics. Many psychologists suggest that linguistic intuitions alone, even those of trained
linguists, are insufficient sources of evidence for establishing ‘what people ordinarily
do’ when using and understanding language (Glucksberg, 2001; Murphy, 1996; Veraeke
& Kennedy, 1996). The best, and in some people’s view, the only, way to study ordinary
language use is to objectively study the behavior of naive human participants in control-
led experimental settings.

My aim in this chapter is to present the case for why cognitive linguists should care
more about empirical methods given the skepticism from people outside their field.
First, I outline in a bit more detail some of the reasons for why the skilled intuitions of
cognitive linguists may be useful, but not at all conclusive, in arguing for the specific
influences of thought and embodied experience in everyday language use. Second, I
suggest several principles that cognitive linguists should adopt in articulating psycho-
logically plausible theories of mind and language. At the same time, I urge cognitive
linguists to more fully explain the methods they use in analyzing linguistic phenomena
and in making claims about human conceptual systems. I do not believe, contrary to
some of my colleagues in psychology, that cognitive linguists must do experiments to
have their ideas be considered as psychological theories. Nonetheless, there are various
empirical, experimental techniques that are part of the arsenal of ‘indirect methods’
used in psycholinguistics which have proven to be quite useful in providing support for
many of cognitive linguists’ claims about mind and language. I briefly outline several
of these in the third part of this chapter. My overall goal is to provide ways of drawing
cognitive linguists and psychologists closer together, while simultaneously respecting
these scholars’ different theoretical goals and empirical methods.
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1 The problem with introspection

Despite their differences with generative linguists, cognitive linguists mostly employ
traditional linguistic methods of examining native speakers’ intuitions about the gram-
maticality and meaningfulness of linguistic expressions in order to uncover idealized
speaker/hearer linguistic knowledge. In most cases, the linguistic expressions examined
are made-up (i.e., not derived from actual spoken and written discourse), and the
intuitions studied are those of the scholar actually conducting the work. Many linguists
argue that their own intuitions about linguistic matters should count for something more
than asking ordinary speakers who lack linguistic training. Within cognitive linguis-
tics particularly, a scholar’s trained intuitions seem essential in being able to uncover
language-mind links, such as the mental spaces, the image schemas, the conceptual
metaphors, and so on that have now become a major foundation for cognitive linguistic
theories of human conceptual systems.

I persenally have a split view about the kinds of practices that cognitive linguists
engage in when doing their work. On the one hand, I continue to be impressed with
the different systematic analyses of linguistic patterns that point to different underlying
conceptual structures that may provide partial motivation for the existence of words,
utterances, and discourse structures within contemporary language. Psychologists should
not ignore these findings simply because they are not the products of experiments. Many
of my own experimental studies within cognitive psychology and psycholinguistics sug-
gest that cognitive linguistic conclusions about the nature of human conceptual systems
may indeed be correct and thus psychologically real (Gibbs, 1994, in press; Gibbs, Lima,
& Francuzo, in press). In this manner, the trained intuitions of cognitive linguists have
provided detailed insights into possible language-mind-body interactions that serve as
the source of experimental hypotheses on the workings of the cognitive unconscious.

Yet I share with my colleagues in Psychology, and other disciplines, some skepti-
cism about trusting cognitive linguists’ arguments and conclusions because these are
so heavily based on individual introspections about matters of linguistic structure and
behavior. Although introspections can be valuable sources for constructing hypotheses,
we must always be cautious in accepting any individual analyst’s linguistic judgments.
Linguists assume that each scholar’s intuitions should be representative of all speakers
of a language, because each person within a linguistic community presumably shares the
same underlying linguistic competence (Psychology does this in psychophysics where
only a few participants’ perceptual judgments are presumably needed to establish the
real workings of the visual system given the belief that everyone’s visual system is alike).
But there is considerable variation in linguists” introspections. For instance, different
linguistic theories of idiomaticity often rest with scholars varying intuitions about the
acceptability, and/or grammaticality, of different word strings (under different syntactic
permutations). Not surprisingly, linguists’ introspections on such matters often are
most consistent with their own particular view of idiomaticity, and more generally, the
interface between the grammar and the lexicon (see Bresnan, & Kaplan, 1982; Gibbs,

1994; Nunberg, Sag, & Wasow, 1994). An outside observer may ask ‘Whose intuitions,

and ultimately which theory, should I trust?’
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The second concern with linguists’ introspections has to do with the possibly biased
nature of any one person’s observations about the cognitive unconscious. Smart people
like to believe that they can articulate the inner workings of their own minds. My
undergraduate students in Psychology often report, after I have presented them some
recent empirical findings about the nature of mind ‘Ray, my brain doesn’t work like that!’
as if they somehow have privileged access to their unconscious cognitive processes that
we psychologists on the outside can never see. But psychological studies, across a wide
range of subfields within the discipline, have long demonstrated that people actually have
very poor insights into the underlying cognitive processes at work when they perceive,
learn, solve-problems, use language, and, most interestingly, have different emotional
reactions to their own predicaments and to other people (Wilson, 2003). The fact that
we think we can introspect about the inner workings of our minds does not mean that
such intuitions, even if trained, are either consistent or accurate. Research from both
social psychology and cognitive psychology shows that people often give explanations
for their decisions which vary significantly from what is shown by more objective
means (Wilson, 2003), and that people can significantly vary from one day to the next
in reporting their beliefs or knowledge, even for simple things like the names of all the
birds or furniture they know (Barsalou, 1997). People may sometimes have reasonable
access to certain kinds of knowledge, such as some autobiographical events, but even
here there are studies showing significant degrees of self-illusion about the accuracy of
what one putatively knows with people often reporting as ‘it really happened’ events
that they only imagined.

Our conscious ideas about the workings of the unconscious mind may be flawed for
a number of reasons, even for those individuals who are trained in providing detailed
analyses of their intuitions, such as many linguists and philosophers. In general, the
adaptive unconscious mind differs from the conscious mind along a number of different
dimensions that have been understood through many years of scientific study (adapted
from Wilson, 2003):

Adaptive/cognitive unconscious Consciousness

Multiple systems Single system

Online pattern detector After the fact check and balance
Concerned with the here and now Taking the long view '
Automatic, fast, unintentional Slow, effortful, intentional
Uncontrollable Controlled

Rigid ) Flexible

Precocious Slower to develop

This list of differences between consciousness and the adaptive/cognitive unconscious
reinforces the idea that it may be impossible to understand the operations of the uncon-
scious mind through conscious introspection alone (i.e., a first-person approach). Even
psychotherapy, which studies show can be quite effective, works more because it allows
a person to construct a better conscious narrative about one’s thoughts, feeling, and
experiences than it does in providing deeper, and accurate, insights into unconscious
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mental functioning. One may argue that the unconscious and conscious minds are
still part of the same overall system (i.e., the person) and therefore must work in some
harmonious way together as part of some grand overall design. But even this idea may
not necessarily be true, as many cognitive scientists now question whether consciousness
has any direct bearing on unconscious mental processes (Libet, 2004; Wegner, 2002).

It is not surprising, then, that many cognitive scientists are skeptical of theoretical
claims based simply on one€’s intuitions or introspections, no matter how well trained
these may be. Cognitive psychologists, and others, criticize cognitive linguistic work
because it is so heavily based on individual analysts’ intuitions (i.e., cognitive linguists- a
first-person approach), and thus does not constitute the kind of objective, replicable data
preferred by many scholars in the cognitive and natural sciences (e.g., data collected
on large numbers of naive participants under controlled laboratory conditions). This
desire for objective evidence, based on experiments that can be replicated, and that
test falsifiable hypotheses (more on this below) is especially needed if one wishes to
make generalization about the way that people ordinarily, and automatically, engage in
cognitive and linguistic processing. Cognitive psychologists argue that indirect methods
(i.e., not based on first-person assessments of unconscious cognition) must be employed
to examine what people do, and how they do it, without asking them to say what they
are doing, precisely because we now know how unreliable such reports can be.

2 Do cognitive linguists use empirical methods?

Beyond the concern about the reliability of linguists’ introspections, and whether it is
possible to understand the cognitive unconscious mind through introspection, there
is also the deeper problem of specifying exactly what it is that cognitive linguists do
when they do their work. Consider a case close to my own research interests- identify-
ing conceptual metaphors from the systematic analyses of linguistic expressions. For
instance, read the following set of expressions.

(1) (@ ‘Lookhow far we have come!
(b) 'We are not making any progress with this research!
(c) ‘lamjust spinning my wheels trying to geta Ph.D!
(d) ‘l'am at a turning point in my life’

Since Lakoff and Johnson (1980), cognitive linguists have argued that these conven-
tional expressions are not isolated, but are related in slightly different ways to a single
underlying conceptual metaphor LIFE IS A JOURNEY. This conceptual metaphor is
presumed to be part of people’s ordinary conceptual system that functions automatically
in how people conceive of their own, and others, experiences. Linguistic research, across
a wide-range of languages, including signed languages, now shows that conceptual
metaphors are critical in motivating the creation and continued existence of systematic
conventional expressions, polysemous words, many novel metaphors, and play a role in
gesture (Gibbs, 1994, in press; Gibbs & Steen, 1999; Lakoft & Johnson, 1999).
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Yet how accurate are these claims? Do ordinary speakers really have conceptual
metaphors and use them automatically in everyday thought and language? How does
one even establish that a given word or expression in context expresses metaphorical
meaning? Part of the resistance to cognitive linguists’ claims is that these scholars do not
sufficiently explain the methods employed in doing their linguistic analyses, and most
importantly in drawing inferences from systematic patterns of language (a problem by
itself) to claims about the underlying nature of human conceptual systems. We may be
impressed by possible relationships between so-called conventional expressions when
these are presented out of context. But how does any scholar really determine what words
and phrases express metaphorical meanings or reflect metaphorical concepts?

To get a better sense of these difficulties, consider the following short paragraphs
from an editorial published in the San Francisco Chronicle, April 29, 2003 (A22), titled
“Toward a new Iraq.

The job of constructing a new, democratic Iraq from the social wreckage left
by Saddam Hussein will take many months and a steely determination by
U.S. sponsors of the process to stay focused on the rights of all Iraqis- and to
maintain order in the country until those rights are sufficiently protected by
a new government. '

In the meantime, improved security in the streets and the restoration of war-
damaged services should help create a climate in which people can think about
their political options beyond the task of just staying alive.

President Bush sought to boost the democracy-building effort in a speech
Monday to Iraqi Americans in Michigan. He walks a fine line in assuring that
the United States has ‘no intention of imposing our form of government or our
culture; but insisting that all Iragis will enjoy a voice and legal protections.

What words and phrases in this excerpt are metaphorical? Some readers immediately
point out that the word “Toward’ in the editorial title is metaphorical in that the writer
is not speaking of physically moving to a new place called Irag, but is conceiving of
metaphorically moving toward a new nation-state that emerges from the Iraq war. But
what about the phrase ‘constructing a new Iraq’? Is this being used metaphorically, or
might it simply refer to the physical rebuilding of Iraq after the devastation of the war
and Hussein’s long-time neglect of the country? Might this phrase have both a literal
and metaphorical meaning? The term ‘social wreckage’ seems metaphorical, or at least
it does to some speakers. The adjective in the phrase ‘steely determination’ seems quite
metaphorical, precisely because ‘determination’ is an abstract concept that has no physi-
cal dimensions. Finally, what about the preposition ‘on’ in ‘stay focused on the rights
of all Iraqis’? Is there something physical here that actually represents some contact
between two entities, as in “The cat is on the mat’?

When asked, cognitive linguists will typically have strong responses to these impor-
tant questions, and frequently explain, on a case-by-case basis, the reason for why,
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for example, a set of conventional expressions may be motivated by some underlying
conceptual metaphor (or primary metaphor). Cognitive linguists go on to argue that
these methods are reliable, are taught regularly in linguistic classes, and have success-
fully illuminated many facets of language and mind that were undiscoverable by other
linguistic methods. However, the remarkable fact is that there are very few published
writings on methods in cognitive linguists (see Kovecses, 2002, for an exception). For
example, there is virtually no set of reliable, replicable methods that can be employed
to identify words as metaphorical, or for relating systematic patterns of entire expres-
sions to underlying conceptual metaphors. I am not claiming that cognitive linguists
do not have empirical methods. But they really should place far more effort toward
explicating their methods, and strive to show that the methods they employ are reliable,
and replicable. On a personal note, the need for such explications is perhaps the single
main complaint I encounter from metaphor scholars in many disciplines, ranging from
applied linguistics to experimental psychology. Cognitive linguistics, as a discipline,
would have much greater status within the cognitive sciences if they paid more attention
to explicating the methods they use, and.demonstrate that these provide for consistent,
replicable research results.

3 Challenges for cognitive linguistics

In addition to trying to better explicate their methods for analyzing linguistic data, and
better justifying their claims for different language-mind, and language-mind-body
connections, cognitive linguists need to better frame their work so that it may be more
amenable to experimental test. A common complaint from scholars outside of cognitive
linguistics is that it is difficult to falsify aspects of theories within the discipline. Some
cognitive linguists respond to these complaints by saying “That’s not my problem or
concern, while others go so far as to reject falsification as an important part of their
theoretical work. Nonetheless, cognitive linguists still strongly maintain that their
research provides detailed accounts of linguistic and cognitive behavior, and as such
should have scientific credibility. Even if cognitive linguists do not conduct experiments,
their work would significantly benefit from adherence to several general principles in
framing their theories and research implications (Gibbs, 2000).

First, different hypotheses must be falsifiable! Thus, each hypothesis must be stated
in such a way that it can be experimentally/empirically examined and shown to be
possibly false (and if not shown to be false, then one can reject the null hypothesis and
conclude that there is evidence in support of the hypothesis). The problem of falsifying
theories/ideas from cognitive linguistics is a big problem, and leads me to remain
somewhat skeptical about certain claims (e.g., from conceptual blending theory). Ideas
are very appealing, but it is unclear how one would go out and test this as compared to
reasonable alternative hypotheses.

This point leads to the second recommendation- consider alternative explanations.
For instance, might there be alternative reasons for the apparent systematicity among
conventional expressions? Might systematicity just be a historical product, but have no
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role at all in how contemporary speakers think and use language? Might the systematicity
among various words and expressions be a matter of polysemy, instead of conceptual
metaphor, as some psychologists have claimed, incorrectly in my view (Glucksberg,
2001; Murphy, 1996). An example of the failure to consider alternative hypotheses in
cognitive linguistics is seen in some, but not all, work on conceptual blending theory
(Fauconnier & Turner, 2001). Conceptual blending theory predicts that various sorts
of blending processes should occur when people understand certain kinds of complex
linguistic expressions (Coulson, 2001). One can go out and do an experiment which
shows that, indeed, people take longer to process certain utterances compared to others,
or that some parts of utterances, where blending should occur, specifically take extra
time to comprehend or engage more complex brain activity. But many other theories
of linguistic processing would predict the very same finding! Thus, it is not clear that
conceptual blending theory, despite its different conceptual and terminological perspec-
tive, is sufficiently unique to be considered the most viable psychological theory. Making
the case for the ‘psychological reality’ of any cognitive linguistic theory demands that
such arguments be situated within the context of ongoing debates, and alternative
theories within cognitive science.

Finally, cognitive linguists must realize that language understanding is not a single
kind of mental process. Thus, the kind of mental activity used when a person listens to
real speech, or reads a text in real-time, is quite different from the processes involved
when a person reflects on what one is hearing or reading. This too is a major concern
and perhaps the main reason why many cognitive scientists, especially in psychology,
are deeply skeptical of ideas from cognitive linguistics. For example, cognitive linguists
have written that conceptual metaphors are ‘used constantly and automatically, with
neither effort or awareness’ (Lakoff, 1993). But is this true? Does the linguistic evidence
alone provide the right kind of evidence to judge this idea? Many say no (see Glucksberg,
2001; Gibbs, 1994).

What is needed, then, is a more detailed set of specific hypotheses that can be
individually examined using, perhaps, different experimental techniques. Among the
possible hypotheses are (see Gibbs, 1994; Katz, Cacciari, Gibbs, & Turner, 1999):

o Conceptual metaphors motivate why certain words and expressions have
acquired their various figurative/metaphorical meanings over time (i.e.,
diachronically), but play no role in how contemporary speakers use and
understand conventional and novel metaphorical expressions.

o Conceptual metaphors motivate why certain words and expressions have
their specific figurative meanings within linguistic communities and these
motivations can, under the right circumstances, be determined by contem-
porary speakers. Thus, knowledge of conceptual metaphors reflects some-
thing about idealized speakers-hearers. BUT conceptual metaphors are not
‘psychologically real’ in the sense of being parts of ordinary, contemporary
speakers’ conceptual systems.
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‘s Conceptual metaphors motivate why certain words and expressions have
their specific figurative meanings and these metaphors underlie why
contemporary speakers tacitly recognize why these words and phrases have
the particular meanings they do. Thus, conceptual metaphors are part of
ordinary speakers’ conceptual systems. But conceptual metaphors are not
necessarily employed ‘automatically’ each and every time people use and
understand particular kinds of language.

e Conceptual metaphors motivate why certain words and expressions have the
meanings they do, are part speakers” conceptual systems and enable people
to recognize something of why these words and phrases have the meanings
they do AND are employed automatically each and every time when people
use and understand language.

These different hypotheses must be examined by appropriate empirical methods. Thus,
1 and 2 are surely within the domain of cognitive linguistics research. But 3 and 4
require the ‘indirect methods’ of cognitive psychology/psycholinguistics. These methods
are, again, ‘indirect’ in that they do not require people to introspect about their own,
mostly unconscious, mental processes. Rather, the right method will provide data that
enables the researchers to draw inferences about underlying mental processes (e.g.,
people automatically accessing tacit conceptual metaphors during on-line metaphor
comprehension). My point here, more generally, is that cognitive linguists must be
sensitive to the different levels at which ‘linguistic understanding’ can be studied and
explained, and recognize that their own methods of systematic, conscious analysis of
linguistic expressions cannot provide the needed insights into ‘automatic’ language
production or processing.

4 Examples of relevant methods

Let me now briefly describe some methods that experimental psycholinguists have suc-
cessfully employed in testing various implications of cognitive linguistic ideas, primarily
about conceptual metaphors, as described above. These various techniques are aimed
at examining hypotheses 3 and 4 above.

4.1 Mental imagery

The first method for examining hypothesis 3 is to investigate people’s mental imagery for
conventional phrases. For instance, do people know why an expression ‘spill the beans’
has the figurative meaning ‘reveal the secret’ People are poor at answering this question,
but one can elicit people’s mostly unconscious knowledge about, in this case, conceptual
metaphors, using a more indirect method by having people form mental images for
linguistic expressions (Gibbs & O’Brien, 1990; Gibbs, Strom, & Spivey-Knowlton, 1997).



THE COGNITIVE LINGUISTICS READER

Consider the idiom ‘spill the beans’ Try to form a mental image for this phrase and then ask
yourself the following questions. Where are the beans before they are spilled? How big is
the container? Are the beans cooked or uncooked? Is the spilling accidental or intentional?
Where are the beans once they’ve been spilled? Are the beans in a nice, neat pile? Where
are the beans supposed to be? After the beans are spilled, are they easy to retrieve?

Most people have definite responses to these questions about their mental images
for idioms. They generally say that the beans were in some pot that is about the size
of a person’s head, the beans are uncooked, the spilling of the beans is accidental, the
spilled beans are all over a floor and are difficult to retrieve. This consistency in people’s
intuitions about their mental images is quite puzzling if one assumes that the meanings
of idioms are arbitrarily determined. People’s descriptions about their mental images
for idioms reveal some of the metaphorical knowledge that motivates the meanings of
idiomatic phrases. One study examined people’s mental images for groups of idioms
with similar figurative meanings, such as anger (e.g., ‘blow your stack, ‘hit the ceiling,
flip your lid’) (Gibbs & O’Brien, 1990). Participants were asked to describe their mental
images for these idioms and to answer questions about the causes, intentionality, and
manner of actions in their mental images for these phrases.

Not surprisingly, people give many different responses across the different idioms
presented, and one challenge for researchers is to systematically categorize these into
different, meaningful groups. Psychologists are reasonably good at coding different
human behaviors, but experience greater difficulty analyzing naturalistic linguistic
expressions. This is one place where my own study of cognitive linguistics has served
me quite well in helping me to do experimental research.

Gibbs and O’Brien (1990) actually found that participants’ descriptions of their
mental images were remarkably consistent for different idioms with similar figurative
meanings. The general schemas underlying people’s images were not simply repre-
sentative of the idioms’ figurative meanings, but captured more specific aspects of the
kinesthetic events with the images. For example, the anger idioms such as ‘flip your lid’
and ‘hit the ceiling’ all refer to the concept of ‘getting angry; but participants specifically
imagined for these phrases some force causing a container to release pressure in a
violent manner. There is nothing in the surface forms of these different idioms to tightly
constrain the images participants reported. After all, lids can be flipped and ceilings
can be hit in a wide variety of ways, caused by many different circumstances. But the
participants’ protocols in this study revealed little variation in the general events that
took place in their images for idioms with similar meanings.

Participants’ responses to the questions about the causes and consequences of the
actions described in their images were also highly consistent. Consider the most frequent
responses to the probe questions for the anger idioms (e.g., ‘blow your stack; flip your
lid; ‘hit the ceiling’). When imagining anger idioms, people reported that pressure (i.e.,
stress or frustration) causes the action, that one has little control over the pressure once
it builds, its violent release is done unintentionally (e.g., the blowing of the stack) and
that once the release has taken place (i.e., once the ceiling has been hit, the lid flipped,
the stack blown), it is difficult to reverse the action. We speculated that people’s images
for the anger idioms are based on folk conceptions of certain physical events. That is,
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people use their embodied knowledge about the behavior of heated fluid in containers
(e.g., the bodies as containers and bodily fluids within them) and map this knowledge
onto the target domain of anger to help them conceptualize in more concrete terms
what is understood about the concept of anger. Various specific entailments result from
these general metaphorical mappings, ones that provide specific insight into people’s
consistent responses about the causes, intentionality, manner, and consequences of the
activities described by stacks blowing, lids flipping, ceilings being hit and so on.

We did not claim that people necessarily form mental images during ordinary
idiom comprehension. But asking people to form mental images, and answer specific
questions about them, reveals significant constraints that conceptual metaphors play
in motivating why conventional phrases have the meanings they do. Thus, conceptual

metaphors appear to be the main link between many idioms and their figurative mean--

ings. Once more, this tacit knowledge could not be uncovered by simply asking people
about why idioms mean what they do. Yet the indirect method of forming mental images
can provide such insights.

4.2 Context-sensitive judgments about metaphorical meaning

A different method for examining hypothesis 3 is to assess people’s judgments of
similarity between idioms and different discourse contexts. Nayak and Gibbs (1990)
hypothesized that contexts provide information about specific metaphoric mappings
that cue readers to the specific figurative meanings of idioms. Participants in one experi-
ment were presented with short scenarios about a particular emotion concept that were
constructed to prime one of the metaphorical mappings inherent in its prototypical
structure. Consider the following example:

Mary was very tense about this evening’s dinner party. The fact that Bob had not come
home to help was making her fume. She was getting hotter with every passing minute,
Dinner would not be ready before the guests arrived. As it got closer to five o'clock the
pressure was really building up. Mary's tolerance was reaching its limits. When Bob
strolled in at ten minutes to five whistling and smiling, Mary

blew her stack

bit his head off

The story was written to prime the metaphorical mapping ANGER IS HEAT IN A
PRESSURIZED CONTAINER by depicting Mary’s increasing anger in terms of increas-
ing pressure and heat. The use of phrases such as ‘very tense, making her fume, getting
hotter, the pressure was really building up’ and ‘reaching its limits’ are specific references
to this mapping. Participants rated the appropriateness of each idiom ending for the
given scenario. If people access the metaphoric mapping reflected in an idiom’s lexical
structure, they should interpret ‘blew her top’ as being more appropriate than ‘bit his
head off” even though both phrases are grammatically and conceptually (at the same
stage of the prototype) appropriate for the given scenario.
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But now consider a slightly different scenario that primes a different conceptual
metaphor, ANGRY BEHAVIOR IS ANIMAL BEHAVIOR, and should result in different
expectations:

Mary was getting very grouchy about this evening’s dinner party. She prowled around
the house waiting for Bob to come home to help. She was growling under her breath
about Bob’s lateness. Her mood was becoming more savage with every passing minute.
As it got closer to five o'clock Mary was ferociously angry with Bob. When Rob strolled
in at 4.30 whistling and smiling, Mary

bit his head off

blew her top

In this case, ‘bit his head off” appears to be more appropriate than in the earlier contexts
because the mental model is structured according to the metaphor ANGRY BEHAVIOR
IS ANIMAL BEHAVIOR. This suggests that idioms must reflect the same metaphori-
cal mapping information as its context to be considered most appropriate. In fact, the
results clearly showed that the metaphoric mappings underlying idiomatic phrases affect
participants’ interpretation of the meanings and appropriate use of these figurative expres-
sions. Participants were sensitive to the congruence between the metaphoric information
in idioms and contexts. It appears that the mapping of the conceptual information in
discourse contexts to people’s knowledge about conceptual metaphors determines readers’
intuitions about the appropriate use of idioms. These findings provide experimental evi-
dence in support of hypothesis 3 that conceptual metaphors influence people’s interpreta-
tion of why idioms mean what they do and are used in specific discourse contexts.

4.3 Embodied intuitions and metaphorical inferences

One of the reasons why cognitive psychologists are skeptical of cognitive linguistic work
is because of the inherent circularity in reasoning from language to underlying concepts
to language again. Cognitive psychologists seek ways of stepping outside of the language
to language circle by having independent ways of predicting in advance something about
linguistic meaning, as opposed to postulating backward-looking reasons or motivations
for why some specific word or phrase has the meaning it does. One strategy for doing this
in respect to hypothesis 3 is to look independently at people’s nonlinguistic knowledge
about source domains and then use this to make predictions about the meanings of
metaphorical phrases referring to target domains. My experimental strategy to see if this
might be true was to make specific predictions about what various idioms, say those,
motivated by ANGER IS HEATED FLUID IN A CONTAINER, actually mean by look-
ing at the inferences that arise from the mapping of people’s nonlinguistic knowledge
of heated fluid in a container onto the idea of anger (Gibbs, 1992).

Participants in this study were asked about their understanding of events correspond-
ing to particular source domains in various conceptual metaphors (e.g., the source domain
of heated fluid in a container for ANGER IS HEATED FLUID IN A CONTAINER).
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For instance, participants were asked to imagine the embodied experience of a sealed
container filled with fluid, and then they were asked something about causation (e.g.,
‘What would cause the container to explode?’), intentionality (e.g., ‘Does the container
explode on purpose or does it explode through no volition of its own?’), and manner
(e.g.» ‘Does the explosion of the container occur in a gentle or a violent manner?’).

Participants gave highly consistent responses to these questions. Thus, people
responded that the cause of a sealed container exploding its contents out is the internal
pressure caused by the increase in the heat of the fluid inside the container, that this
explosion is unintentional because containers and fluid have no intentional agency,
and that the explosion occurs in a violent manner. This provides a rough, nonlinguistic
profile of people’s understanding of a particular source domain concept (i.e., ‘image-
schematic structures’) of the source domains.

If hypothesis 3 is correct, people’s intuitions about various source domains should
then map onto their conceptualizations of different target domains in very predictable
ways. Not surprisingly, when people understood anger idioms, such as ‘blow your stack;
“flip your Yid, or ‘hit the ceiling; they inferred that the cause of anger is internal pressure,
that the expression of anger is unintentional, and is done is an abrupt violent manner.
People did not draw the same inferences about causation, intentionality, and manner when
comprehending literal paraphrases of idioms, such as ‘get very angry. Additional experi-
ments showed that people find idioms to be more appropriate and easier to understand
when they are seen in discourse contexts that are consistent with the various entailments
of these phrases, which, again, were predicted in advance from the nonlinguistic analysis
of the source domain concepts. In general, these psycholinguistic studies are significant
for hypothesis 3 because they provide independent, nonlinguistic ways of predicting
something about the specific metaphorical meanings some linguistic expressions are likely
to possess. These psychological findings are hard to reconcile with the view that the figura-
tive meanings of idioms are determined only on the basis of their individual lexical items
or have the meanings they do for arbitrary, or historically opaque reasons. Contemporary
speakers appear to have tacitintuitions about their metaphorical understanding of certain
abstract concepts that leads them to talk about these concepts in particular metaphoric

ways. No other theory of idiomaticity comes close to being able to describe exactly why it -

is that idioms have the very specific meanings they do for contemporary speakers or why
people appear to quickly draw specific inferences about what idioms mean.

4.4 Not all methods work!

In all fairness, the debate over conceptual metaphors in cognitive psychology has provided
evidence that seems contrary to some of the putative predictions of cognitive linguistics.
Consider the work of McGlone (1996) who examined peoplé’s verbal paraphrases for
linguistic metaphors. Participants in a first experiment paraphrased verbal metaphors,
such as “The lecture was a three-course meal” Only 24% of these paraphrases contained
any references consistent with underlying conceptual metaphors, such as IDEAS ARE
FOOD. Even when participants were asked to give figurative paraphrases of the verbal
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metaphors, they still most frequently produced paraphrases inconsistent with related
conceptual metaphors. Thus, when given the verbal metaphor ‘Dr. Moreland’s lecture
was a three-course meal for the mind, only 1/3 of the paraphrased mentioned source
domain terms (e.g., food) related to the conceptual metaphor IDEAS ARE FOOD.
Nonetheless, almost all of the metaphorical paraphrases reflected some recognition of
the stereotypical properties of three-course meals that might be attributed to lectures,
such as ‘large quantity; and ‘variety. A third study asked participants to rate the similarity
between different metaphorical expressions. The data showed that people do not perceive
expressions motivated by conceptual metaphor to be any more similar in meaning than
they did expressions motivated by different conceptual metaphors. Thus, ‘Dr. Moreland’s
lecture was steak for the mind’ was not seen as more similar to ‘Dr. Moreland’s lecture
was a three-course meal for the mind’ than was ‘Dr. Moreland’s lecture was a full tank
of gas for the mind’ A final study showed that conceptual metaphors consistent with
a verbal metaphor were not better recall cues for participants trying to remember the
verbal metaphors than were unrelated cues. Overall, the findings from these studies
were taken to imply that people’s interpretations of verbal metaphors are not necessarily
related to their putative, underlying conceptual metaphors.

McGlone’s data are interesting in many respects, although they are not especially
surprising. First, it is not clear that having people verbally paraphrase a metaphor is
the best method for tapping into different types of, possibly metaphorical, knowledge
that might be used when people interpret, or make sense of, verbal metaphors. After all,
various other empirical methods have shown some influence of conceptual metaphors
on comprehension of, at least, idiomatic and proverbial phrases. One shouldn’t imply
that the failure to find effects using one task invalidates the positive evidence in favor of
hypothesis 3 using different tasks unless some principled reasons are given for prefer-
ring one task over another. Paraphrase tasks are notoriously insensitive as measures of
people’s, especially children, ability to understand metaphors.

5 Bodily movement and metaphor comprehension

I now turn to two instances of methods for exploring the plausibility of hypothesis 4,
namely that conceptual metaphors influence people’s immediate comprehension of con-
ventional, metaphorical phrases. Imagine that one hears the idiomatic expression ‘John
blew his stack’ in a conversation in which it is clear that the speaker’s intended meaning is
roughly John got very angry’ The figurative meaning of ‘blew his stack’ is partly motivated
by the conceptual metaphor ANGER IS HEATED FLUID IN A CONTAINER. The ques-
tion is whether people compute or access some conceptual representation for ANGER
IS HEATED FLUID IN A CONTAINER when they immediately process the figurative
meaning of ‘John blew his stack’ Participants in one series of studies read stories one line
ata time on a computer screen. Each story ended with an idiom (‘John blew his stack’), a
literal paraphrase of the idiom (‘John got very angry’), or an unrelated literal statement
(‘John saw the dented door’) (Gibbs, Bogdonovich, Sykes & Barr, 1997). The computer
measured how long it took people to read each line and then push a button signifying
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that they had understood what they just read. After reading the last line, participants
were presented with a letter string and asked to decide as quickly as possible if this was
a meaningful word in English. These letter-strings reflected either something about the
conceptual metaphors underlying these idioms (e.g., ‘hear’ for ANGER IS HEATED
FLUID IN A CONTAINER having just read ‘John blew his stack’) or letter-strings that
were unrelated to these conceptual metaphors {(e.g., lead’).

There were two important findings. First, people were faster to make lexical deci-
sion responses to the related metaphor targets (i.e., ‘heat) having just read idioms than
they were to either literal paraphrases of idioms (e.g., ‘John got very angry’) or control
phrases (e.g., phrases still appropriate to the context such as John saw many dents’).
Second, people were faster in recognizing related metaphorical targets than unrelated
ones having read idioms, but not literal paraphrases or unrelated phrases. This pattern of
results suggests that people are immediately computing or accessing at least something
related to the conceptual metaphor ANGER IS HEATED FLUID IN A CONTAINER
when they read idioms.

In another experiment, participants were faster to make iexical decision responses
to metaphor targets (e.g., ‘heat’) having read an idiom motivated by a similar conceptual
metaphor (e.g., ‘John blew his stack’) than an idiom with roughly the same figurative
meaning but motivated by a different conceptual metaphor (e.g., John bit her head off®
which is motivated by the conceptual metaphor ANGER IS ANIMAL BEHAVIOR).
People were also faster to respond to related targets having read idioms motivated
by similar conceptual metaphors than when they read idioms motivated by different
conceptual metaphors. In general, these online priming studies reveal that people appear
to compute or access the relevant conceptual metaphor for an idiom during some
aspect of their immediate processing of these phrases. It is not clear from these results
whether the activated conceptual metaphor is used to interpret an idiom’s meaning,
or whether conceptual metaphors are simply tagged onto different idioms without
serving as the causal basis for interpreting these conventional phrases. Nonetheless,
this kind of data, and the methods involved in collecting it, is exactly what is required
to test hypothesis 4.

A different, more recent, line of research investigated the possible influence of
bodily action on people’s speeded processing of simple metaphoric phrases, as ‘stamp
out a feeling; ‘push an issue; ‘sniff out the truth’ and ‘cough up a secret, each of which
denote physical actions upon abstract items. Wilson and Gibbs (2004) hypothesized
that if abstract concepts are indeed understood as items that can be acted upon by
the body, then performing a related action should facilitate sensibility judgments for
a figurative phrase that mentions this action. For example, if participants first move
their arms and hands as if to grasp something, and then read ‘grasp the concept, they
should verify that this phrase is meaningful faster than when they first performed an
unrelated body action. Our hypothesis was that engaging in body movements associ-
ated with these phrases should enhance the simulations that people create to form a
metaphorical understanding of abstract notions, such as ‘concept, even if ‘concepts’
are not things that people can physically grasp. People’s conceptual understandings of
what a ‘concept’ is, for example, need not be completely embodied and metaphorical.
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However, our suggestion is that some simulated construals of ‘concept’ are rooted in
embodied metaphor that may be highlighted by engaging in body actions relevant to
what people mentally do with ideas.

Participants in this study first learned to perform various specific bodily actions
(e.g., throw, stamp, push. swallow, cough, grasp) given different nonlinguistic cues.
Following this, participants were individually seated in front of a computer screen. The
experiment consisted of a series of trials where an icon flashed on the screen, prompt-
ing the participant to perform the appropriate bodily action. After doing this, a string
of words appeared on the screen and participants had to judge as quickly as possible
whether that word string was ‘sensible’

Analysis of the speeded sensibility judgments showed that participants responded
more quickly to the metaphorical phrases that matched the preceding action (e.g., the
motor action grasp was followed by ‘grasp the concept’), than to the phrases that did
not match the earlier movement (e. g, the motor action kick was followed by ‘grasp
the concept’). People were also faster in responding to the metaphor phrases having
performed a relevant body moment than when they did not move at all. In short,
performing an action facilitates understanding of a figurative phrase containing that
action word, just as it does for literal phrases. A second study showed that same pattern
of bodily priming effects when participants were asked to imagine performing the
actions before they made their speeded responses to word strings. This result reveals
that real movement is not required to facilitate metaphor comprehension, only that
people mentally simulate such action.

Most generally, people do not understand the nonliteral meanings of these figurative
phrases as a matter of convention. Instead, people actually understand ‘toss out a plan, for
instance, in terms of physically tossing something (i.e., plan is viewed as a physical object).
In this way, processing metaphoric meaning is not just a cognitive act, but involves some
imaginative understanding of the body’s role in structuring abstract concepts. People
may create embodied simulations of speakers’ messages that involve moment-by-moment
‘what must it be like’ processes that make use of ongoing tactile-kinesthetic experiences.
These simulation processes operate even when people encounter language that is abstract,
or refers to actions that are physically impossible to perform.

6 Conclusion: cognitive linguists need not do experiments

Cognitive linguistics is firmly embedded within the cognitive sciences, and as such is
both a disciplinary and interdisciplinary endeavor. The interdisciplinary side of cogni-
tive linguistics is evident in the increasing body of research in which linguists have
collaborated with scholars from other disciplines, or have started to engage in research
utilizing experimental and computational methods. I now talk with many younger
cognitive linguistics students who are quite interested in doing informal experiments
to test their ideas as part of their dissertation projects, in some cases using some of
the methods described above, such as mental imagery and context-matching tasks.
This is obviously a good thing for the field of cognitive linguistics overall, and for our
understanding of human thought and language more generally.
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However, my personal belief is that cognitive linguists need not become experimen-
tal psychologists or computer scientist for their work and ideas to be seen as legitimate
‘with significant theoretical implications. There is a trend in cognitive science in which
scholars in any one discipline always turn toward the right to seek evidence from a
neighboring field to find additional, usually more empirical, support for their ideas and
theories. For instance, philosophers often turn to linguistics, linguistics has historically
turned to developmental and cognitive psychology, linguistics and psychology has often
turned toward computer science, and most recently; cognitive scientists of all colors have
turned toward neuroscience. Once more, these developments are natural and in many
cases lead to important new work and empirical findings. But cognitive linguists are
skilled in being able to conduct the sorts of systematic analyses, even if their methods
for doing this are not always explicit, and have provided a huge body of work that simply
could not be done by people in any other field. Why ask cognitive linguists to turn away
from what they do best to secure their work on a different empirical foundation? My
research has benefited greatly from cognitive linguistics studies, and we need more
of this work and would hate to see cognitive linguists all try to become experimental
psychologists, computer scientists, or neuroscientists. Doing experiments is hard work,
and one does not casually pick up the skills needed to engage in this kind of research.
What is needed, again, is for cognitive linguists to be more sensitive to some of the
important properties of framing experimental hypotheses (e.g., constructing falsifiable
hypotheses, considering alternative hypotheses), and trying to articulate their ideas, and
empirical findings in ways that may be tested by scholars in other disciplines. This does
not mean, however, that cognitive linguists must themselves run out and be something
that they are not.

Finally, T have focused in this chapter on why cognitive linguists should care more
about empirical methods, and suggested some of the ways that they could alter their
work to better situate their findings within cognitive science. Yet psychologists, at the
same time, would greatly benefit from learning more about cognitive linguistics, and
learning to conduct some of the systematic analyses of linguistic expressions that are
critical to understanding the conceptual/embodied motivation for linguistic meaning.
Doing cognitive linguistics is, of course, hard work also. But the best way to appreciate
the insights from cognitive linguistics, and apply these ideas to experimental tests, is
to do cognitive linguistics. Some of us need help in doing such work, and my hope is
that cognitive linguists will put more effort into sharing their knowledge and working
methods with scholars from other disciplines.
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3  Towards an empirical lexical semantics*

Hubert Cuyckens, Dominiek Sandra and Sally Rice

1 Cognitive-linguistic approaches to lexical semantics

In cognitive linguistics language is considered to be a means of organising, processing,
and conveying informational structures in the mind that reflect our interaction with the
world. ‘Language, then, is seen as a repository of world knowledge, a structured collec-
tion of meaningful categories that help us deal with new experiences and store old ones’
{Geeraeris, 1995a, pp. 112-113). Both lexical categories and grammatical constructs
are considered to be meaningful units, i.e. repositories of conceptual information and
world knowledge. For instance, the study of the semantic value of grammatical categories
and constructions — e.g. transitivity, grammatical relations, voice, case — has found its
best representatives in Langacker’s Cognitive Grammar (Langacker, 1982, 1987, 1991a,
1991b) and in Fillmore’s and Goldberg's Construction Grammar (Fillmore, 1988, 1990;
Fillmore, Kay & O’Connor, 1988; Goldberg, 1992, 1995).

The present paper will focus on lexical-semantic categories. In cognitive lexical
semantics, research interests can be grouped under two general headings: (i) the internal
structure of monosemous and polysemous lexical items taken separately: prototype
structure, family-resemblance structure, lexical networks (Brugman, 1981, Lakoff,
1987, Taylor, 1989, Geeraerts, 1989a, 1989b, 1993) and (ii) larger conceptual structures:
metaphor research (Lakoff & Johnson, 1980; Lakoff & Turner, 1989), frame semantics
(Fillmore, 1982), idealised cognitive models (Lakoff, 1987).

One of the major issues in cognitive lexical semantics over the past two decades has
been the analysis of polysemous lexical items in terms of a family-resemblance network
of multiple, interrelated senses or usage types. The different senses of a polysemous
lexical item have been represented by different network models (see Sandra & Rice,
1995): a radially structured network (Brugman, 1981, Lakoff, 1987), a schematic network
(Langacker, 1991b), or yet different network versions.! The links between the differ-
ent senses in a lexical network are manifold (conceptual/semantic overlap, metaphor,
metonymy, image-schema transformation) and are supposed to represent the cognitive
principles behind the processes of meaning extension. This description of polysemous
lexical items owes a great deal to Rosch’s psychological research in the mid-seventies into
prototype effects in lexical categories (Rosch & Mervis, 1975, Rosch, 1978).2 Later, it got
a major impetus when Brugman and Lindner presented their seminal analyses of the
polysemous structure of the preposition over (Brugman, 1981) and the verbal particles
up and out (Lindner, 1981). It has been increasingly popular ever since (Cuyckens, 1991,
Goldberg, 1992, Taylor, 1992, Casad, 1992, Schulze, 1993, Tuggy, 1993).
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The cognitive-linguistic approach to (polysemous) lexical meaning is diametrically
opposed to the classical (structuralist and generative) view, with its emphasis on economy
of representation. Highly abstract or unitary senses have been replaced by networks
of richly interconnected usage types,’ with the separate usage types differing in rather
minor ways, i.e. along a number of different very concrete dimensions. Prepositional
networks especially, feature an abundance of fine-grained distinctions (for instance,
the presence or absence of physical contact between landmark and trajector underlies
the purported different usages of over in The car drove over the bridge and The plane
flew over the bridge).

While these lexical network models may be welcomed as an improvement over
classical approaches to polysemy (e.g. Caramazza & Grober, 1976), they are not
uncontroversial. First, cognitive linguists have often been vague on important aspects
of these models. In particular, lexical network models show a lack of explicit criteria
for distinguishing between usages. ‘Given this vagueness, different linguists are likely
to make different distinctions between usage types and to propose different networks
for the same preposition” (Sandra & Rice, 1995, p. 92). Furthermore, the diversity of
network models that are currently around leads io uncertainty about the correct model
type for the phenomena under study. In general, then, ‘network models are especially
dependent on the particular analytic skills or subjective aesthetic of the individual
researcher’ (Rice, 1996a, pp. 137-138). Finally, some linguists have presented network
analyses with cognitive-psychological overtones, thus suggesting that the models reveal
aspects of the language user’s mind. However, it is far from clear how these analyses relate
to mental structures. Atany rate, at this point in time there is no reason for maintaining
that lexical-semantic networks in cognitive linguistics are a blueprint of the conceptual
territory associated with a lexical item in the mind of the speaker.

2 The need for empirical support

The assumption that linguistic analysis can shed light on aspects of the mind (i.e. that
lexical-semantic networks reflect aspects of the language user’s mental representation)
probably results from the foundational assumption of the paradigm, i.e. the claim
that language cannot be insulated from general cognition and that linguistic analysis
should therefore be informed by cognitive principles. However, even if this general view
of language may hold true, it does not automatically follow that a linguist’s semantic
analysis of a lexical item should map onto cognition in any direct way. Even if the general
theory behind the analysis may be correct (i.e. that there is a relationship between
language and cognition), cognitive linguists might lack the methodology for actually
relating language to the very specific level of mental representation. As a matter of fact,
the appropriate methods for studying the way language is represented in the mind are
not linguistic but psycholinguistic ones. For that reason, cognitive-semantic network
analyses are entirely neutral with respect to issues of mental representation unless the
issues are studied with techniques of psycholinguistic experimentation.
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When psychological aspects of lexical-semantic networks in cognitive linguistics
are at stake, a number of research issues figure prominently. One set of issues pertains to
prototypes (e.g. What are the prototypes around which particular lexical categories are
organised? Are prepositional categories, for instance, organised around spatial prototypes?
Are there multiple prototypes? Is the nature of the prototype a schema, a specific exemplar,
or an average over a cluster of exemplars?). Another set of research issues, one that we
will mainly deal with in this paper, concerns the presence and/or degree of polysemy
in the mental lexicon of the language user. A number of questions are involved here: (1)
Do language users subsume the usage variability of a word under an abstract schematic
sense (strong monosemy)? (ii) If not, do they tend to mentally represent a lexical iteny’s
different senses as interrelated (polysemy) or as unrelated (homonymy)? (iii) If they have
a preference for polysemy, how fine-grained are the distinctions they make? Do they
correspond to relatively generalised senses like, for instance, spatial versus temporal - in
this case, any further, minor distinctions would be instances of vagueness — or do they
correspond to highly specific ones like, for instance, the different spatial senses of the
preposition over in the examples given earlier? (iv) In contrast, if language users have a
preference for a homonymous set of fairly generalised senses, do they view any further,
fine-grained distinctions within each such sense as interrelated (yielding a polysemous
mini-network), or do they treat any further distinctions as instances of vagueness - in
which case each sense can be viewed as monosemous? (v) What principles of semantic
extension do language users appeal to and where do they play a role in actual language
use (at the time of lexical acquisition, in processing individual senses)?

In our research over the past few years we have begun to investigate empirically
some of these issues. In all cases we studied prepositional categories. We investigated
(i) the initial acquisition/learning of prepositional usages (child language acquisition,
foreign language learning) and (ii) the ultimate representation of such usages in the
mind of the adult language user. Two types of experimental techniques were used:
(i) off-line tasks, which invite subjects to perform a task where they can reflect on
their performance (e.g. sorting, rating) and are assumed to indirectly reflect aspects
of the underlying representational structure (perception being mediated by memory
structures), and (ii) on-line tasks, which have subjects perform a task ~ usually under
time-pressure — that is contingent on the mental process/representation under study
(e.g. speeded decision). Below we will present an overview of our results. We will use
the experimental task as an ordering principle.

3 Psycholinguistic studies

First we will present research on how prepositional categories are acquired/learnt in
child language acquisition (3.1.) and in foreign language learning (3.2. and 3.3.). Then
we will discuss experiments investigating the way the internal semantic structure of
prepositions is perceived (3.4. through 3.7.) and mentally represented (3.8.) by adult
language users.
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3.1 Child language acquisition

One line of empirical enquiry into the lexical semantics of prepositions has examined
the development of sense types for the prepositions in, on, at, to, for, from, with, by, and
of. It is hoped that charting the progress of lexical acquisition (especially by children)
might shed light on the way language users treat word meaning. For instance: Which
usages appear first? Is there a pattern in the acquisition sequence? Cognitive linguistics
lacks any explicit theory about the time-course, nature, and mechanics of language
acquisition except for the rather minimalist claim by Langacker (1991b, p. 265):

We know, for example, that speakers learn and manipulate specific expressions;
but we do not know, in any direct way, precisely what degree of schematicization
they achieve, i.e. how abstract and general the rules are that they manage to
extract from more specific structures. [ suspect that speakers differ somewhat
in this regard, and do not invariably arrive at the highest-level schemas that the
data would support. In any event, the omnipotence of high-level generalizations
is not a matter of apriori necessity.

As is evident in the underspecificity of this quote, further investigation is required. In
effect, the claim that grammar is meaning- and usage-based as well as experientially
grounded, while obviously true, must be supported with empirical evidence. More
flesh needs to be put on these statements if they are to carry any degree of descriptive
let alone explanatory weight.

In a study being conducted by the third author, data from regularly sampled transcript
files of four non-impaired children were taken from the CHILDES Archive (MacWhinney
& Snow, 1990). The sampling window covered a period of at least two years for each child
from roughly the ages 2;2 to 4;6. Each usage of one of the targeted prepositions was coded
for a wide variety of factors, including imitative usages, repetitions, spatial usages, temporal
usages, usages in fixed expressions, grammatical usages, etc. Patterns observed for these
children and for these prepositions suggest that onset and mastery of a particular sense
type of a given item of this alleged lexical class is partly regular and partly idiosyncratic; is
motivated by conceptual, linguistic, and pragmatic factors; can be rapid or slow; and that
the successful acquisition of other parts of a child’s lexicon plays a big role in the acquisition
of individual prepositions. In short, not a lot of pattern was noted. Each child displayed
rather distinctive styles and sequences of prepositional acquisition.

A few examples should suffice to illustrate. Although the first usages of it and on for
all four children were spatial, the first usage to emerge for at did not seem to be spatial
at all and only marginally prepositional (synchronically speaking). In all four children,
its first emergence was in the collocation look at and in several of the children, this
usage either dominated or persisted as the major usage throughout the sampling period.
Although spatial usages quickly emerged, as did temporal ones, so did extremely abstract,
semantically opaque usages such as at all or at the same time, thus suggesting that parental
input is an important factor along with conceptual basicness (cf. Rice, 1996b). For the
preposition by, its use by one child was confined throughout the sampled files to use in
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the expression by myself, whereas another child first used it as a spatial locative, then
rather unexpectedly as a marker of a passive agent, and only much later in productive by
self constructions. Likewise, benefactive usages of for emerged much earljer for all four
children than did those same usages of fo, suggesting that linguistic factors, rather than
conceptual ones are partly responsible for extension within a lexical category.
Although such findings remain anecdotal, they certainly underscore one aspect
of the Langacker quote given above: there may be considerable speaker variation with
respect to the acquisition process itself and possibly with respect to the specific structures
(schemas or extensions) that the language user arrives at. In effect, by studying trends
or sequences in a child’s development of a lexical category, we hope to relate empirical
data to cognitive linguistic models of the lexicon. For instance, is there evidence to
suggest that lexical extension processes like metaphor and other grammaticalisation
mechanisms, which have been shown to operate diachronically, are recapitulated in
the course of language acquisition? To give another example, what is the status, judged
from a developmental perspective, of the claim that semantic extension is on the whole
conceptually (rather than linguistically) motivated or proceeds outwards through image-
schematic transformations applying to a basic sense type? In many cases, it seems that
the emergence of a lexical item’s initial or subsequent sense types is motivated more by

frequency of exposure or contrastive pressures exerted by other lexical items than by
purely conceptual factors.

3.2 Lexical learning process

Whereas child language acquisition data might reveal a natural course of acquisition
(a hypothesis which is thus far not supported by the above data), the study of foreign
language learning might show that semantic relationships between word usages are
functional at the time of learning. We set out from the following hypothesis. If two
usages of a preposition are interrelated in a semantic network, i.e. ifone is a conceptually
motivated extension of the other, it would seem that language learners will put this
relationship to use for their benefit. More particularly, if a usage U2 is an extension of
usage U1, it seems likely that knowledge of U1 will make it easier to learn U2. Frisson
et al. (1996) tested this prediction in a set of learning experiments. '

The task involved concept formation. Subjects (all native speakers of Dutch) were
seated in front of a computer screen, on which individual English sentences appeared.
In each sentence the same non-existing preposition yeath was used. The semantics
of this item matched the meaning potential of the English preposition beyond, a
word that the subjects did not master. Subjects were told that the unfamiliar form
was a Scottish preposition, whose meaning they had to learn, and that the rest of the
sentence was in English to make the task doable. Their task was to decide for each
sentence whether the preposition had been used correctly or not (by pressing the
appropriate response button). Initially, of course, subjects had to guess but gradually
they were able to induce the meaning of the item by using the computer’s feedback
on the correctness of their responses.
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As the basic question was whether learning Ul in the first trial block would make
it easier to learn U2 in the second block, subjects learning U1-U2 were compared to
control subjects learning U2 after a block of trials on a different preposition. The results
showed no transfer effects from the spatial sense of yeath/beyond to its figurative sense of
‘exceeding’ (e.g. the temperature rose yeath ‘beyond’ 35 degrees C), whereas such transfer
effects were found from the ‘exceeding’ sense to the ‘out of reach’ sense (e.g. That goes
yeath ‘beyond’ my imagination).

This outcome suggests (i) that the spatial and ‘exceeding’ meanings of the preposi-
tion were unrelated for our subjects, i.e. were homonyms, and (ii) that the two figurative
meanings were related. A straightforward interpretation of these results is difficult. The
first effect may result both from subjects’ failure to perceive a semantic relationship
between the spatial and figurative usages or, alternatively, from their assumption that
trials in block 2 will instantiate the same meaning as those in block 1 (equal form = equal
meaning). The second effect can be explained by assuming a polysemous relationship
between the ‘exceeding’ and ‘out of reach’ meanings or by considering these usages as
vague instantiations of a more schematic usage type.

3.3 Intermediate states in lexical learning

In Cornelis & Cuyckens (1996), the Dutch preposition door is regarded as a polysemous
lexical item in that it displays a variety of interrelated readings within the spatial, the
temporal and the causal domains. In particular, door’s semantics can be described as a
family resemblance network in which, going from one end of the network to the other,
the notion ‘causal participant’ becomes increasingly important, while, at the same time,
the notion ‘intermediary” becomes less important.*

Dutch door can be translated in English as through (for its spatial and temporal
uses) and as by (for the passive agent and the causee in causative constructions). For
Dutch learners of English, the choice between these two English prepositions seems at
first sight not to be very difficult. This should come as no surprise if we assume - along
with more traditional semantic descriptions of door - that there are two homonymous
kinds of door, one with the meaning ‘intermediary’ (through), and one which functions
as a grammatical operator in passives (by). As such, the relative ease with which Dutch
learners of English learn to choose between through and by seems to point at the need
for positing homonymy, and hence, for rejecting a polysemy account of door.

In an experiment (reported in Cornelis & Cuyckens, 1995), 148 Dutch-speaking
students of English were asked to translate 15 instances of door covering the entire range
of uses as exemplified in the family resemblance structure. The results of the experiment
show that, for intermediate learners of English, the translation of door is not as easy as
might be expected. Indeed, when learners translated door as if there were two kinds
of door, they ran into interesting difficulties for those usages in which door’s landmark
denotes an instrument (e.g. Hij verpestte alles door zijn rare gedrag ‘He spoiled everything
through/by his strange behaviour’) rather than a spatial/temporal intermediary (e.g.
De trein reed door de tunnel “The train went through the tunnel’) or a causal participant
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(Mijn zus werd ontslagen door haar baas "My sister was fired by her boss’) and which can
be situated in the middle of the cline from spatial to causal usages. Often, subjects did not
translate door by means of either through or by, but they resorted to other prepositions
(e.g. with, because of), which are at best only approximate translations.

While this experiment does not bring conclusive proof in favour of the polysemous
structure of door, at least it is'evidence which is commensurate with such a structure.
Precisely because subjects have difficulties translating the intermediate usages, one might
assume that a representation in terms of two homonymic uses/senses is not satisfactory.
Alternatively, one could also argue, of course, that the spatial/temporal intermediary
and the causal participant are indeed two homonymous usages and that the insecurity
in the translation of the other usages of door simply results from learners not having
learned a third, unrelated sense of the preposition. It is quite difficult to disentangle
these two possible accounts on the basis of the data.

In the experiments to be presented below we were interested in the internal semantic
structure of a preposition in the mind of the adult language user, who has reached a
relatively steady (final) state of semanticrepresentation. Whereas one experiment (3.4.)
is concerned with prototypes, all the others focus on aspects of the monosemy/polysemy/
homonymy debate: the language user’s perception of distinctions and relationships
within a prepositional category (3.5. through 3.7.) and his mental representation of
prepositional usages (3.8.).

3.4 Sentence generation task

What are the prototypical usage types of a given preposition? Are they spatial in nature?
There seems to be a tendency in cognitive linguistic work to consider the spatial domain
as the most cognitively salient one and other domains as derived from it (for references
see Rice et al., 1999). The basic question in the present experiment was whether spatial
usages of heavily grammaticalised prepositions like in, on, and at would still be the
most prototypical.

Research on prototype effects and human categorisation suggests that the more
prototypical members of a category should be the most cognitively salient. Defining,
let alone explaining, cognitive salience is a tricky matter, but prototypicality has been
successfully operationalised across a number of categories and tasks (cf. Rosch, 1975,
1978; Lakoff, 1987; MacLaury, 1991). One index of prototypicality is ease of production.
It has been found that prototypical class members are produced more frequently than
non-prototypical class members (Rosch, 1975).

The sentence generation task was based on the assumption that the most prototypi-
cal usages of a preposition should be remembered and produced most often across a
number of speakers. We asked speakers in an off-line experiment to produce sentences
containing these prepositions and then analysed the types of usages they came up
with.?

Three hundred undergraduate students, all in the first weeks of an introductory
linguistics course, were asked to compose ten sentences containing a given English
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preposition as quickly as possible. They were asked to write one sentence each on one
of ten numbered and ordered index cards which they found inside an envelope, on
the flap of which was written the target preposition. They were given no more than a
few minutes to carry out the task. One hundred sample sentences were produced for
the prepositions in, on, and at (singled out especially because they share the semantic
property of contiguity between trajector and landmark) and sorted into very general
categories by the third author and two of her research assistants. These categories were
determined on the basis of the general background domain invoked by the usage (that
is, SPATIAL, TEMPORAL, or ABSTRACT). The results are shown in Table 1 below.

Table 1 Frequency of response types for each preposition in sentence generation task

at 57 21 22 100
on 57 9 34 100
in 60 7 33 100

For each of the three prepositions, usages which were spatial in nature comprised nearly
60% of the responses. These findings suggest that spatial usages are somehow privileged
for these prepositions. Taken together with other experimental findings (cf. Rice 1996a),
they suggest that there are prototypical semantic values for the English prepositions at,
on, and in, which are definitely spatial in meaning. Furthermore, the fact that temporal
usages and/or abstract usages were also produced in sizeable percentages indicates that
these usage types are also important members of the category. The present data do not
pertain to the polysemy/homonymy discussion, as the experiment was not design to
address this issue.

3.5 Similarity judgement task

The extremely fine level of granularity that cognitive linguists apply to their analyses
of purportedly polysemous lexical items has long been of particular interest. Most of
these analyses have proposed a high degree of similarity within a single domain. Indeed,
some analyses have described a multiplicity of distinctions within the spatial domain
alone. By domain, we mean the broadly construed spheres of, for example, space, time,
social interaction, causality, and so forth, against or within which we conceive of events
as happening. One may wonder to what extent such analyses are artifactual, reflecting
characteristics imposed on the data set by the analyst. In the absence of notable differ-
ences in the set of usages under study, minor differences may have been magnified. We
changed this standard procedure in two respects: (i) the data were gathered from a group
of ordinary language users rather than a highly trained linguist® and (ii) the pattern of
usages under study reflected a broader range of meaning and function, more particularly
was not restricted to usages drawn from the spatial domain. We wondered whether
intra-domain usage differences might not be reduced in the presence of inter-domain
stimulus sets. Moreover, we wanted to know which intra- or cross-domain comparisons
would be judged most similar or dissimilar.
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Since semantic network analyses represent the set of similarities and dissimilarities
in the linguist’s perception, a similarity judgement task was used. By having subjects
rate the similarity between two usages of a preposition we wanted to ascertain native
speakers’ perception of differences, if any, between usages of a purportedly polysemous
lexical item (cf. Rice et al., 1999, for a more detailed presentation).

In order to arrive at a fairly unbiased set of response patterns, naive native speakers
(paid undergraduates in an introductory linguistics course) rated usages of a target
preposition embedded in two sentences appearing simultaneously on a computer screen.
Twenty subjects made similarity judgements on pairs of sentences containing spatial (S),
temporal (T), and abstract (A) usages of 7 English prepositions. They were presented
in every possible paired combination of 3 spatial, 3 temporal, and 3 abstract usages of
the preposition.
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Figure 1 Average ratings for all pairwise comparisons of sentences in similarity judgement task

The graph in Figure 1 shows that, although there was a parallelism between the preposi-
tions (note the general downward curve), the individual prepositions behaved differently.
Moreover, the response patterns for the six different usage type pairings varied signifi-
cantly. As can be seen from this graph, only the intra-domain comparisons involving
space and time (S-S and T-T pairings) were judged to be at all similar (except in the case
of throughout). As far as the inter-domain comparisons are concerned, paired S-T usages
were on average rated as dissimilar as the intra-domain comparisons between abstract
usages and the other two types of cross-domain comparisons (S-A and T-A). This is
remarkable, as in all cases the temporal usages of the preposition can be regarded as
instantiations of the more general TIME IS SPACE metaphor (see Rice et al.,, 1999).
These findings suggest that background domain is of critical importance as an
indicator of perceived dissimilarity. While this perceived dissimilarity between spatial,
temporal, and abstract usages can be taken as evidence against the strong monosemy
hypothesis, one cannot draw further conclusions for the inter-domain level. It could be
the case that the perceived dissimilarity is truly relative and assumed to be embedded
within an overall perception of similarity, in keeping with a polysemous analysis at
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this level. But it could also be the case that the perceived dissimilarity is absolute (i.e.
subjects perceive spatial and temporal uses as unrelated), in keeping with a homonymous
interpretation.

At the intra-domain level of purported minor distinctions, these experimental
findings (i.e. the similarity in the S-S and T-T comparisons) — along with similar results
from an earlier similarity judgement experiment (cf. Sandra & Rice, 1995, pp. 111-117)
— are compatible with intra-domain polysemy. At the same time, however, the perceived
similarity in intra-domain pairings is not incongruent with viewing minor distinctions
as instances of vagueness.

3.6 Sentence sorting task

Linguists arrive at semantic network analyses by grouping or sorting individual usages
into clusters and then relating these clusters to each other.” The purpose of the present
experiment was to obtain a network-like structure by having many (non-linguist)
language users sort a set of prepositional usages and then averaging over all these
individual sortings. To what extent does the ensuing structure resemble the kind of
analysis presented by cognitive linguists?

In a sorting task (cf. Sandra & Rice, 1995, Rice, 19964, Rice et al., 1999, for a more
detailed presentation), naive subjects were asked to sort 50 sentences containing different
usages of the same preposition into groups based on how the preposition was being
used in each sentence. Each set of 50 sentences contained exactly 10 temporal usages
and at least 10 clearly spatial usages and 10 either abstract or quite grammaticalised
usages (the relative proportions varied across experimental conditicns).

Statistical analysis indicated that (i) subjects were quite able to sort sentences in a
non-random way since there were discernible patterns in each of the three sorts; (ii) a
major division among the 50 sentences was brought about by the presence or absence of a
spatial sense; (iii) within the non-spatial division, temporal usages were tightly clustered
indicating a high degree of perceived similarity; (iv) both spatial and temporal usages
were treated in a more unitary or congruent fashion than abstract usages, which did not
tend to cluster at all (a result echoed in the similarity judgement task reported earlier).

These findings suggest that subjects perceive a profound difference between concrete
and non-concrete experiential domains for the purpose of semantic classification, which,
again, argues against the strong monosemy position. This perceived dissimilarity at the
level of major, inter-domain distinctions is in keeping with a polysemy or homonomy
hypothesis of lexical meaning.® However, it gives us cause to speculate about the degree
of granularity that is minimally detectable in cases of purported polysemy. We argue that
first and foremost shifts in background domain (as in the case of metaphor) rather than
image-schematic transformations (affecting paths and landmark configurations along
the lines of those proposed for over in Lakoft, 1987, pp. 418-430) induce a perception of
appreciably distinct usage types for a given lexical item. Of course, this does not exclude
that subjects also make intra-domain distinctions of a more fine-grained nature. The
tight clustering of minor distinctions in the spatial and temporal domain do not allow
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firm conclusions on this issue. Sandra & Rice (1995) present the results as compatible
with the fine-grained distinctions made by cognitive linguists, but the data are congruent
with vagueness as well as with polysemy.

3.7 Translation task

The question whether the relationship between major usage types (such as the purported
relation between space and time) is part of the language user’s mental representation
could not be conclusively answered in the previous experiments. The following experi-
ment looks for further evidence in favour of the relationship between usage types in
the conceptual system.

In many languages the conceptual domain of time is metaphorically conceived
of in terms of the conceptual domain of space (in the house/in the afternoon). The
pervasiveness of the TIME IS SPACE metaphor suggests that there is a natural tendency
in the human conceptual system to relate these two domains. Given this, it would seem
that language users can easily perceive the conceptual relationship between spatial and
temporal word usages. Rice et al. (1999) designed a number of experiments in which
this hypothesis was tested.

The experimental methodology was based on the assumption that, if language users
are ‘aware of the strong conceptual relationship between time and space, they will expect
this metaphor to occur in other languages as well. Hence, the task was designed to tap
subjects’ intuitions on translation equivalents for the different usages of a single word.
The typical experimental item consisted of two prepositional phrases: a probe, which
exemplified the spatial use of an invented Turkish preposition weh (the equivalent of
English in as in in the box), and a target, which exemplified another trajector/landmark
configuration. The subjects’ task was to decide whether the appropriate preposition for
the target expression was wekh, as in the probe, or a different preposition. All subjects
were native speakers of Dutch with no knowledge of Turkish. It was pointed out to
them that there were no right or wrong answers as we were only interested in what they
thought would be the preferred choice of preposition in Turkish.

In order to make sure that a response tendency for the spatial probe/temporal target
pairs would reflect subjects’ perception of the semantic relationship, a number of control
conditions were included: pairs of homonymic usages (where the different response
should dominate), obvious cases of polysemy (same response expected), and pairs in
which the same usage type appeared in both probe and target (same response expected).
We found that the latter three types of semantic relationships gave rise to highly reliable
response behaviour in the expected direction, which justifies the assumption that the
task is sensitive to subjects’ intuitions on the co-occurrence strength of semantic and
formal relationships in the lexicon. In the case of homonymy the two meanings are
accidentally expressed by the same form, which makes it unlikely that this meaning-
form relationship will recur in a non-related language; in the case of clear polysemy the
integrity of the meaning-form relationship makes it very likely that another language
too will use a single lexical item for expressing these two meanings.
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The major finding was that subjects reliably chose the different-translation response
for the spatial probe/temporal target pairs (in the box/in the afternoon). If the ration-
ale behind the experiment is correct, this would indicate that language users do not
experience the TIME IS SPACE metaphor for the preposition in as a very natural one.
Unfortunately, this interpretation is not based on firm ground, as a response effect may
be involved. The presence of clear cases of polysemy and of items where the same usage
appeared in probe and target may have caused subjects to set a very high criterion for
making same-translation decisions. Indeed, in another experiment, in which these two
item types were removed and where pairs of spatial/idiomatic usages were used (i.e.
clearly unrelated), subjects did not reliably choose for either of the response options in
the case of space/time pairs. This indicates that the responses in this type of experiment
were sensitive to the composition of the stimulus list.

Even though the methodology seems to work well for cases that are situated at either
end of the continuum ranging from vagueness to homonymy, it turns out to be less
effective for other cases. The problem is that the task can conceptually be decomposed
into two distinct stages: (i) determination of the semantic overlap between probe and
target and (ii) determination of the response. Whereas degree of semantic overlap is a
continuous variable, response type is a dichotomous one. Hence, subjects have to set
a criterion at the semantic variable to be able to determine their response. Apart from
the problem that this criterion is dependent on the composition of the stimulus list,
there is the problem that a different response does not necessarily mean that subjects
fail to experience a semantic relationship. The only conclusion that one can draw from
a different response is that, comparatively speaking, the experienced semantic relation-
ship is weaker than in cases where a same-translation response is given. As a result, no
firm conclusions can be drawn on the experienced naturalness of the TIME IS SPACE

metaphor.

3.8 Primed semantic decision

Whereas some of the experimental techniques described above were used to find out
whether ordinary language users perceive word usages in the same way as linguists
do, the present experiment was designed to find out how language users actually store
different word usages in their mental lexicon. Are word usages that are distinguished
by cognitive linguists also distinguished in the mental lexicon? Are word usages that
are related in cognitive linguistic analyses also structurally linked in the language user’s
representational system for word meaning?

In order to study mental representations one needs an on-line technique. Considering
the fact that these representations must be accessed in real time, a favoured research tool
in psycholinguistics is a reaction time experiment in which the response must follow
access to the representation under study (such that the access time is reflected in the
data). Sandra & Rice (1995) report one such experiment.

Subjects had to make speeded decisions on the semantic acceptability of preposi-
tional phrases (acceptable versus non-acceptable). In all these so-called target phrases,
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the preposition was Dutch in. On each trial the target phrase was preceded by a so-called
prime (to be read silently), which was either an instantiation of the spatial prototype or
a neutral prime (a row of hash marks, #####). The neutral primes were needed in order
to have a baseline against which the effect of the spatial primes could be measured. The
rationale behind this priming technique is the following: if the prepositional usages in
prime and target access the same mental representation, the second access event will be
faster. This should be reflected in faster decisions relative to the neutral prime condition,
where no repeated access can take place. If, on the other hand, prime and target elicit
different representations, the representation accessed by the prime may temporarily
inhibit access to the representation of the target (as both representations are being
accessed by the same lexical item, they are competitors in an activation process).

The most important outcome of the study was that a spatial usage in prime position
preceding a temporal usage in target position caused a significant increase in errors. This
suggests that these two usages have different representations in the semantic represen-
tational system, i.e. that the temporal usage accesses a different semantic representation
than the prototypical spatiai usage. Selection of the spatial usage inhibits access to the
temporal usage, which leads to more erroneous decisions in conditions of time pressure.
This finding, then, seems to refute the strong monosemy hypothesis at the level of mental
representation. The experimental results also revealed inhibition effects between certain
spatial usages, indicating that subjects also make distinctions of a rather fine-grained
nature. Probably, this is the best evidence so far that minor distinctions are not instances
of vagueness. Again, these inhibition effects do not preclude that major, inter-domain
distinctions or minor, intra-domain distinctions are related by polysemous links.

4 Asking the right questions (the right way)

In the set of experiments reported above we focused on prepositions, lexical-semantic
categories that are purportedly highly polysemous and primarily spatial in meaning. Two
questions were central to the research: (i) what is the role of polysemous relationships
in lexical acquisition/learning? and (ii) what is the internal structure of these lexical-
semantic categories (prototypes, degree of polysemy)?

The data from child language acquisition and foreign language learning do not
directly demonstrate the involvement of polysemous relationships in the process of
adding novel usages/senses to the mental lexicon. However, a polysemy account is
not refuted by the data either. In one experiment (L2 knowledge at intermediate level)
subjects’ reluctance to extend word meaning to unfamiliar usages is even predicted by
the polysemy view.

The results which focus on the internal semantic structure of prepositions can be
summarised as follows. First, even for highly grammaticalised prepositions such as
English in, on and at, the spatial usages appear to be the most prototypical ones. Second,
a number of experiments on the way language users perceive semantic relationships
(similarity rating, sorting, intuitions on translation equivalents) have shown that coarse
distinctions (like spatial versus temporal versus abstract) are readily made but have not
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indicated that subjects are aware of the semantic relations between these distinct usages
(e.g. between spatial and temporal usages). Effects of item context and task-specific
effects may have played a role here. The data of these perception experiments do not
allow us to distinguish the homonymy from the polysemy view, although the results
are hardly compatible with a strong monosemy view. Finally, the on-line reaction time
experiment corroborates the finding in the perception experiments that the distinction
between spatial and temporal usages is a real one and extends this finding to the level
of the mental lexicon. At the same time, the experimental outcome suggests that some
fine-grained distinctions of the type made in cognitive semantic network models have
psychological reality as well. The experiment sheds no light on the relationship between
these usages, again leaving the homonymy/polysemy issue unresolved.

Even though these experiments have not yielded conclusive results or results that
support concepts from cognitive linguistic theory, we believe that there is a need for the
empirical approach they represent. If cognitive linguistics claims lexico-grammatical
meaning and form to be products of human cognition and wants to be taken seriously
as a form of theoretical psychology (which seems to be a shared intention of all post-
structuralist frameworks in linguistics) it will have to develop a means and a will for
formulating and testing explicit hypotheses. One of the most pressing hypotheses, of
course, concerns the presence and/or degree of polysemy relevant for language represen-
tation and processing by actual speakers, the users of cognitive linguistics’ usage-based
approach. The main challenge will be to demonstrate that language users make more
discriminations within the semantic usage potential (i.e. the set of all permissible usages)
of a word than is logically necessary.

The empirical approach that needs to be developed is not necessarily restricted
to experimental research but may cover a set of convergent methodologies. There are
a number of empirical proving grounds available to cognitive linguists, each with its
virtues and limitations. Diachronic studies allow scholars to propose explanatory mecha-
nisms of linguistic change, lexical shift and expansion, and grammaticalisation. Thus
observed patterns may be attributed to cognitive principles in the mind of the language
user. However, as far as the particular language elements under (diachronic) study are
concerned, these mechanisms do not necessarily have any psychological reality in the
minds of contemporary speakers. Cross-linguistic verification of cognitive linguistic
hypotheses is another way of gathering empirical data. Although few proposals in the
theory are intended to have predictive power or universal scope (by virtue of being
wedded to usage-based description), the same basic mechanisms must be in evidence in
abroad range of linguistically diverse languages or the very cognitive basis of cognitive
linguistics would be in doubt. Again, whereas cognitive principles may thus be identi-
fied, it is a hazardous undertaking to extrapolate from such data to the level of mental
representation and processing. If one wants to take that step, controlled psycholinguistic
experimentation is the appropriate methodology. However, as has become clear in the
above review of experiments, the psycholinguistic study of particulars of word meaning
beyond obvious cases of homonymy (i.e. ambiguity resolution) presents a real challenge
to the researcher. Considering the complexity of the study object, there certainly needs
to be an intense communication between cognitive linguists and psycholinguists, so
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that the right questions can be asked (i.e. theoretically interesting ones) and can be
formulated in a testable way.

Even though cognitive linguists may not necessarily intend their analyses to be exact
renderings of the content of a language user’s mind, they must surely commit themselves
to at least some psycholinguistically relevant claims. Quite clearly, cognitive linguistics
research calls for broad-based empirical investigation, heretofore lacking. Otherwise, the
tension between formal and usage-based analyses can never be resolved except on purely
aesthetic, that is, wholly theoretical grounds (e.g. by appeals to descriptive economy,
naturalness, generality, and explanatory power), and it is that theoretic aesthetic that
cognitive linguists have explicitly rejected from the beginning, opting for a view of
grammar as an inventory of symbolic resources rather than as a constructive device. Be
that as it may, the symbolic inventory is still the product of a human conceptual system
that operates through mechanisms such as analogy, schematicisation, and re-perspec-
tivisation for purposes of extending the linguistic inventory of form and meaning. No
linguistic framework, least of all one calling itself cognitive, should feel comfortable
hypothesising about that conceptual system in the absence of empirical evidence.

Notes

*  Thisresearch was made possible in part by research grants to the second (Bijzonder

Onderzoeksfonds Universiteit Antwerpen, project DTL-G03) and third (Social Science
Humanities Research Council of Canada, grant # 410-930205) authors.

1  Another representational format is the overlapping sets model introduced by Geeraerts
(1989b). This model, he argues, is a notational variant of the network models in that it
exhibits the same representational potentialities (cf. Geeraerts, 1995b).

2 ‘Weviewed natural semantic categories as networks of overlapping attributes; the basic
hypothesis was that members of a category come to be viewed as prototypical of the
category to the extent to which they bear a family resemblance to (have attributes which
overlap those of) other members of the category” (Rosch & Mervis, 1975, p. 575)

3 The terms ‘usage type’ and ‘usage’ reflect a more neutral position than the term ‘sense’
in the debate on the status of lexical network nodes as either reified meanings or as
contextualized variations of a single meaning or restricted set of meanings. For ease of
exposition, we will continue to vacillate between the two terms.

4 Door’sreading in the spatial domain is probably the basic one: it indicates a spatial
relation between two entities, i.e. a trajector and a landmark, whereby door’s landmark
operates as an intermediary on the path occupied by door’s trajector. Door’s causal
usages, now, cannot just be described as straightforward extensions from its spatial
ones. Indeed, in door’s most prototypical causal usages (i.e. in passive sentences), door’s
landmark denotes a passive agent, the initiator of the causal event, and can thus hardly
be seen as an intermediary.

5 'The production of sample sentences containing a target lexical item (in this case, an
English preposition) is no different from what many linguists working on their native
language have traditionally done in the course of their research. It has not been uncom-
mon for theoreticians to originate and analyse the product of their own mind, relying
on their own intuition, all the while being guided by their own theoretical imperatives.
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Unfortunately, most analysts disregard the possibility that the data they compose do
not reflect the full range of some particular linguistic phenomena, but rather a very
narrow set of the most typical response patterns. Such a lack of generality has been a
chronic problem in traditional generative approaches to language study. However, in
the experimental task reported here (described in greater detail in Rice, 1996a), the lack
of broad data coverage was deliberately being exploited. Moreover, naive native speakers
rather than trained linguists were asked to provide the data. It was anticipated that
these speakers would produce on demand the most typical usages of a lexical item.

6  Judging the similarity or dissimilarity of two occurrences of a linguistic element in
two different sentential contexts is, again, not unlike what many linguists have to do
routinely in their work. Nevertheless, it is a task that is impossible for a linguist to carry
out in a neutral fashion. For the linguist, there are always theoretical expectations that
can potentially magnify or minimise the importance of certain common or distinctive
features.

7  Rather than relying exclusively on language examples of their own devising, linguists
are increasingly turning to text and conversational sources for their data.

8  AsSandraand Rice (1995, p. 110) point out, ‘it is unclear whether such sharp ‘bounda-
ries’ result from the absence of a relationship between these usages in most subjects’
mental lexicon or from a task-dependent response component, i.e. since discriminations
are asked for, the first step may have been to keep the most obviously different usages
apart, even if the relationship between them was appreciated.’
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4  Collostructions: investigating the

interaction of words and constructions

Anatol Stefanowitsch and Stefan Th. Gries

1 Introduction

In this paper, we develop and demonstrate an extension of collocational analysis specifi-
cally geared to investigating the interaction of lexemes and the grammatical structures
associated with them. This method is based on an approach to language that has been
emerging in various frameworks in recent years, and that does not draw a fundamental
distinction between lexicon and syntax, but instead views all of language as consisting
of linguistic signs.

Traditionally, the lexicon and the grammar of a language are viewed as qualitatively
completely different phenomena, with the lexicon consisting of specific lexical items,
and the grammar consisting of abstract syntactic rules. Various expression types that fall
somewhere in between lexicon and grammar (i.e. various types of fully or partially fixed
multi-word expressions) have been recognized but largely ignored (or at least relegated
to the periphery) by mainstream syntactic theories (notably, the various manifestations
of Chomskyan generative grammar).

The predominance of this view may be part of the reason why corpus linguists,
until recently, have largely refrained from detailed investigations of many grammatical
phenomena. The main focus of interest was on collocations, i.e. (purely linear) co-
occurrence preferences and restrictions pertaining to specific lexical items. If syntax
was studied systematically at all, it was studied in terms of colligations, i.e. linear co-
occurrence preferences and restrictions holding between specific lexical items and the
word-class of the items that precede or follow them.

More recently, however, the focus within corpus linguistics has shifted to a more
holistic view of language. Several theories - for example, Hunston and Francis Pattern
Grammar and Lewis’ theory of lexical chunks (Hunston & Francis, 2000, Lewis, 1993,
cf. also Sinclair, 1991, Barlow & Kemmer, 1994) ~ have more or less explicitly drawn
attention to the fact that grammar and lexicon are not fundamentally different, and that
the long-ignored multi-word expressions serve as an important link between them.

In this respect, Pattern Grammar and Lexical-Chunk Theory are two relatively
recent arrivals among a variety of approaches that have been emerging over the past
two decades, and that share a view of both lexicon and (some or all of) grammar as
consisting of linguistic signs, i.e. pairs of form and meaning -~ most notably the group of
theories known as Construction Grammar (e.g. Fillmore, 1985, 1988, Kay & Fillmore,
1999, Lakoff, 1987, Goldberg, 1995,1999), but also Emergent Grammar (Hopper, 1987,
Bybee, 1998), Cognitive Grammar (Langacker, 1987, 1991), and at least some versions
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of LFG (cf. Pinker, 1989) and HPSG (cf. Pollard & Sag, 1994); note also that various
approaches in ELT have advocated this insight more or less explicitly (cf. e.g. Pawley &
Syder, 1983). The meaningful grammatical structures that are seen to make up (most or
all of ) the grammar of alanguage are variously referred to by terms such as constructions,
signs, patterns, lexical/idiom chunks, and a variety of other labels.

As we will show, this view of language makes the study of grammar more similar
to the study of the lexicon, and it also makes it more amenable to investigation by
corpus-linguistic methods. The method we propose has two main applications: first, to
increase the descriptive adequacy of grammatical description, and second, to provide
data for linguistic theorizing and model-building. Descriptive adequacy is improved, for
example, because the method provides an objective approach to identifying the meaning
of a grammatical construction and of determining the degree to which particular slots
in a grammatical structure prefer or are restricted to a particular set or semantic class
of lexical items. Linguistic model-building is improved for example because the method
provides data that may be used in answering questions like ‘Are there significant associa-
tions between words and grammatical structure at all levels of abstractness, or ‘How do
children identify the meaning of grammatical structures during language acquisition’

This paper is structured as follows. Section 2.1 explicates the view that both lexicon
and grammar are essentially repositories of meaningful units of various degrees of
specificity. Section 2.2 introduces and justifies the methodology in some detail. Section
3 then sketches out how this methodology may be applied to successively more abstract
grammatical phenomena, beginning with the verb cause with three different argument
structures — transitive, ditransitive, and prepositional dative and moving on to a partially-
fixed expression, [X think nothing of VPgerunal (Section 3.1), to argument structures,
specifically, the into-causative [S V O into VPgerynal and the ditransitive [S V O; Ogdl
(Section 3.2), and finally to even more abstract grammatical phenomena — progressive
aspect, imperative mood, and past tense (Section 3.3).

2 Collostructional analysis
2.1 The theoretical background

While the method which we will develop below can yield insightful results for any
of the frameworks mentioned in the introduction, we will - for the purposes of this
paper — adopt the terminology and the basic assumptions of Construction Grammar,
specifically, the version developed e.g. in Lakoff (1987) and Goldberg (1995). This theory
sees the construction as the basic unit of linguistic organization, where construction is
defined as follows:

A construction is ... a pairing of form with meaning/use such that some aspect
of the form or some aspect of the meaning/use is not strictly predictable from
the component parts or from other constructions already established to exist in
the language (Goldberg, 1996, p. 68, cf. also Goldberg, 1995, p. 4 for a slightly
less informal definition).
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In other words, a construction is any linguistic expression, no matter how concrete or
abstract, that is directly associated with a particular meaning or function, and whose
form or meaning cannot be compositionally derived. The linguistic system is then
viewed as a continuum of successively more abstract constructions, from words to
fully-fixed expressions, to variable idioms to partially filled constructions to abstract
constructions.'

At the most specific end of the continuum are single morphemes (like [mis-
V)/‘wrongly, astray; [V-ing]/act of , [N-s]/‘plural’) and mono-morphemic words (like
give and away), followed by multi-morphemic words like misgivings or giveaway. We
will retain the terms morpheme and lexeme for these (but they are sometimes referred
to as morphological and lexical constructions). The definition also covers fully-fixed
multi-word expressions (e.g. proverbial expressions like He gives twice who gives quickly
or Don’t give up the day job). Next, and slightly more abstract, there are fixed or variable
multi-word-expressions including compounds (like give-and-take, or care-giver), phrasal
verbs (like to give up on sb), lexically fully or partially filled idiomatic expressions (like to
give lip-service to sth or [SUB] be given {0 N, civiry)/ X habitually does Y, as in Linguists
are given to making wild claims). Finally, and crucially for the methodology we develop
here, the definition also covers abstract syntactic structures like phrasal categories,
argument structures, tense, aspect, mood, etc.

As an example of an abstract construction, take the English ditransitive subcategori-
zation frame [S V O; Og4l, exemplified by John gave Mary a book. This subcategorization
frame assigns a transfer meaning (the notion that the referent of the subject transfers
the referent of the second object to the referent of the first object) to all expressions
instantiating it, irrespective of the particular verb occurring in this frame. This is shown,
for example, by the use of hit in Pat hit Chris the ball. Hit is a two-place verb whose
meaning can roughly be glossed as ‘(some part of ) X comes into forceful contact with
(some part of) Y’ Clearly, nothing in its meaning points to a transfer of Y to some third
participant. However, a sentence like Pat hit Chris the ball will consistently receive the
interpretation ‘Pat transferred the bali to Chris by coming into forceful contact with it’
(cf. Goldberg, 1995, pp. 34-35). Since the syntactic configuration [S V O; Og4] is directly
associated with the meaning X transfer Y to Z, and hence with the semantic roles
Agent, Recipient, and Theme, and since this meaning is not strictly predictable from its
components or from other constructions of English, the ditransitive subcategorization
frame must be seen as a construction.

Any actual utterance larger than a word is a simultaneous manifestation of several
constructions. For example, the sentence Pat hit Chris the ball instantiates the subject-
predicate construction (i.e. [SUBJ PRED]), the ditransitive construction just discussed,
the past tense construction (i.e. [V-ed]/‘past’), the noun-phrase construction, and the
lexemes (or lexical constructions) corresponding to the individual words (cf. Goldberg,
1996, p. 68).

Once words and the grammatical constructions they are associated with (for exam-
ple, verbs and their argument structures) are seen as independent but meaningful units,
the question arises, which words can co-occur with which constructions. Put simply,
the answer given by Construction Grammar is that a word may occur in a construction
if it is semantically compatible with the meaning of the construction (or, more precisely,
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with the meaning assigned by the construction to the particular slot in which the word
appears). For example, the verb give may occur in the ditransitive construction because
verb and construction have the same meaning ('sb transfers sth to sb’). Note, however,
that semantic compatibility does not have to mean semantic identity. For example, as
just pointed out, the word hit does not have a transfer meaning; however, its meaning
is compatible with a transfer meaning — hitting something may be a way of setting
something in motion, which may serve as a means of transferring it to someone. Here,
the ditransitive construction is said to coerce a transfer reading of hit. In such cases, a
more abstract construction may add properties that are unspecified or underspecified
in the more specific construction (such as a lexical item). For example, the verb hit
only specifies an Agent (a Hitter) and a Theme (a Hittee). These are compatible with

“two of the roles specified by the ditransitive construction. Since hit does not specify

a third role, this can be added by the ditransitive construction itself. With a semanti-
cally non-compatible word, this is not possible. For example, the verb deprive is not
compatible with the meaning of the ditransitive construction: it is almost an antonym
of it, and it specifies three roles that are not all compatible with those specified by the -
construction: an Agent (a Depriver) a Patient (a Deprivee), and a Theme (the Deprived
Thing). Thus, *Pat deprived Chris the ball sounds unacceptable (and is highly unlikely
ever to occur in a corpus).

2.2 The methodology

The view of constructions introduced in the preceding section places particular emphasis
on the pairing of linguistic forms with linguistic meaning. In contrast, corpus linguistic
approaches to language frequently focus on form (at least in the initial stages of inves-
tigation). Corpus-based studies usually start from the (automatic or semi-automatic)
collection of data from a corpus;? the treatment of semantic issues, for example in the
areas of computer-aided lexicography and word-sense disambiguation, is typically
based on a more-or-less-systematic interpretation of patterns emerging from a manual
inspection of (i) the KWIC concordance display providing the node word in its context
and/or (ii) the node word’s collocates, i.e. frequent words within a user-specified span
around the node word. An example of the former is Oh (2000), who analyzes the
meaning differences between actually and in fact in American English; examples of
the latter include Kennedy’s (1991) investigation of the distributional characteristics of
the semantically similar words between and through and Biber’s (1993) collocate-based
identification of word senses. The kind of collocational analysis exemplified by the latter
two studies lends itself to a high degree of automatic preprocessing and has yielded
many important insights, but it is extremely probabilistic with respect to grammatical
structure. For the sake of computational ease, such analyses (tend to) disregard the gram-
matical structures in which a search word and its collocates occur and instead assume
that sufficiently high raw frequencies of the collocates will sort out relevant results
from accidental ones. Given the view of language introduced in section 2.1 above, this
approach is too imprecise. First, the more abstract constructions often do not contain
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any specific morphological or even lexical material that would allow the researcher to
identify them in a traditional collocational analysis. Second, a given configuration of
formal elements may represent more than one construction (for example [V-ed] may
represent the past-participle construction in addition to the past-tense construction for
many verbs, and [S be given to N| may represent a simple passive use of give, as in This
diamond ring was given to Mary (by John), or it may represent the habituality-marking
construction mentioned in section 2.1, as in John was given to generosity). A traditional
collocational analysis could never distinguish such cases.

In response to these shortcomings, we propose a type of collocational analysis
which is sensitive not only to various levels of linguistic structure, but to the specific
constructions found at these levels. We will refer to this method as collostructional
analysis. Collostructional analysis always starts with a particular construction and
investigates which lexemes are strongly attracted or repelled by a particular slot in the
construction (i.e. occur more frequently or less frequently than expected);® crucially,
such ‘slots’ can exist at different levels of linguistic structure (for example, the ditransitive
construction may be said to have four slots corresponding to the subject, the verb, and
the first and second object, and the past-tense construction may be said to have a slot
corresponding to the verb occurring in the past tense). Lexemes that are attracted to a
particular construction are referred to as collexemes of this construction; conversely, a
construction associated with a particular lexeme may be referred to as a collostruct; the
combination of a collexeme and a collostruct will be referred to as a collostruction.*

Let us illustrate this methodology and the way it differs from traditional collo-
cational analysis by means of the construction [N waiting to happen]. Table 1 gives a
complete KWIC concordance of this construction from the British National Corpus 1.0
(BNC) sorted after L1. On the basis of such data, a standard concordancer will produce
the collocate display shown in Table 2.

Table 1 KWIC concordance for the waiting to happen construction (sorted after [1)

left context node right context

Stewart said that there was an accident waiting to happen  and he feared lives would be lost.
the horse’s knees. It was an accident  waiting to happen. Recall stewards, dressed in day-glo bibs,

00 N1 OV UL 0 b | 3
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you had a cartoon about an accident
Unless, of course, it was an accident

‘Why?" ‘Because Stud’s like an accident

the site say it was an accident

the building means it was an accident

the horse’s knees, It was an accident

the return of his body. An accident

of it. Bands like that are accidents

actions which are little more than accidents
vesterday: ‘I think the recovery has been
Saturday was an accident that had been
accident at the heart of the company

not matter was the real constitutional crisis
which Coleman warned him of the ‘disaster
-I'm pulling. “This is a disaster

who said that it was ‘a disaster

waiting to happen.
waiting to happen.
waiting to happen,
waiting to happen.
waiting to happen.
waiting to happen.
waiting to happen.
waiting to happen

waiting to happen.
waiting to happen

waiting to happen.
waiting to happen:
waiting to happen,
waiting to happen.
waiting to happen,;
waiting to happen.

You could have saved the cartoonist’s fee
That insurer has 1,500 appointed

that’s why’ ‘Oh, fuck off, joey! I'm
Video-Taped report follows JESSICA
Unfortunately last night an accident did
Blow for ‘blot on landscape’ golf range
Charity stunt team warned you're playing
in a world where 99 per cent

Alittle more patience and consideration on
for the last couple of months. It

Twrote to Sir Bob Reid, the

now IBM5 signalling of the death of
vindication to all those Euro-sceptics who
The identity papers seized by the FBI

he added, in a prophecy that would

Our hospitals are so short of cash
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# left context node right context

19 just had to be one monumental disaster waiting to happen, Leith later realised. But to start with,

20 marriage to Mandy Smith was a disaster waiting to happen. Urging Jagger to rebuild his marriage with
21 is a graphic example of a disaster waiting to happen. Over the weekend all attempts to salvage
2 one of these may be a disaster waiting to happen. In Lancashire towns like Oldham, Bolton
23 described in The Independent as’ a disaster  waiting to happen. The management of the economy has

24 -‘Well -for a business disaster waiting to happen, you seem to have come off remarkably

25 develops this theme, identifying ‘disasters waiting to happen’ associated with liquifted natural gas, oil and
26 events of this week were an earthquake waiting to happen. Historians will argue over what was the

27 the first-half goal rush was an event waiting to happen. Young wingers are like young spin bowlers;
28 As if it [sex]’s just over the horizon, waiting to happen to me, as weird and wonderful as

29 residents are certain that ‘an accident is waiting to happen’ Their fears -which focus on a

30  arguments that a new industrial revolution is waiting to happen  in space are, for now, unconvincing. The

31 Cause’ wasa carefully planned invasion just waiting to happen, poised at the starting gate for the

32 and I can feel the dream just waiting to happen, gathering its energies from somewhere on
33 a graphic illustration of the disaster that's waiting to happen out there. Stuck fast: the Bettina Danica

34 in food production. A disaster was waiting to happen. Like so many cash crops, sugar is

35 that there may be many more Welkoms waiting to happen, and if racial conflict does spread in

Table 2 (ollocate frequencies for the [N waiting to happen] construction

L2 Ll R1 R2
an 11 accident, disaster 9 |in 3 the 2
a 6 accidents, been, 2 and, the, you 2 a, added, at, 1
is, just could,
. . fears, for, he,
the 3 company, crisis, 1 a, associated, blow, 1 hospitals,
) disasters, chaIitY, for, IBMs, identity,
disaster 2 }elarthquak}? event, ﬁzllthermg, he, . if insurer,

. orizon, that’s, istorians, 1, Leith, its, Jagger,
accx.dent, are, 1 was, Welkoms like, now, our, out, L » e
business 4 ancashire,

A over, poised, recall, last, later, little
constitutional, ) . , later, 2
d had h that, thats, their, management,
cream, 1ad, has, to, unfortunately, me. report
identifying, invasion, . > report,

Urgmng, seem, $0, space
monumental, more, . > $0, s
revolution, than v¥de(.)-tap ed, stewards, stunt,
’ vindication, young there, to, why,
will, wingers,
with, wrote

This kind of collocate list has a variety of obvious drawbacks which are all due to the
fact that linear structure is at best a partial indicator of syntactic structure. Specifically,
it implies that business, horizon and company occur in the N slot of this construction.
However, as concordance lines 24, 28 and 14 in Table 1 show, this is not the case.
Conversely, two words that do occur in this slot (recovery and it in lines 12 and 28
respectively) are not shown in Table 2 because they are at position L3. This is partly
due to the fact that words like just may occur between N and waiting to happen, but,
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perhaps more importantly, it is also due to the fact that there are two syntactic realiza-
tions of the pattern, a noun post-modified by a participial clause (i.e. [xp an [ppln
accident] (g waiting to happen]l], cf. e.g. line 1) and a copular construction with N as
the subject (i.e. [s [np an accident] [ ouxp i5] [vp waiting to happen]]], cf. e.g. line 29).
'Thus, with a construction like this, it is not actually enough to pay attention to syntactic
(tree) structure; instead, we need to analyze the construction at a more abstract level of
syntactic representation, which could be informally represented as [17¢.9N [Mmodifier
waiting to happen]]. Extracting the lexemes occurring in the N slot under this definition
requires item-by-item inspection and manual coding, but it guarantees an error-free list
of collexemes for further analysis.

We will present such a list shortly. Finally, note that accident and disaster occur
in both the singular and the plural in Table 1; collostructional analysis would involve
collapsing these into one figure for each corresponding lemma unless there is reason to
believe that the construction is associated with only one particular word form.

Before we return to this construction, let us turn to the issue of attraction and
repulsion and, thus, the issue of a suitable measure of association. Researchers have
been interested in determining association strengths between word forms at least since
Berry-Rogghe (1974), for example in the context of identifying semantic differences
between near synonyms (cf., e.g., Church & Hanks, 1990). This strand of research has
convincingly demonstrated that raw cooccurrence frequencies are not an ideal measure
of association strength for both theoretical and empirical reasons: raw frequency counts
do not take into account the overall frequencies of a given word in the corpus, and
therefore the most frequent collocates of any given word are typically function words,
which are often of little use, for example for the identification of subtle semantic differ-
ences between near-synonyms (cf. Manning & Schiitze, 2000, p. 153).

In a series of papers, Church and his collaborators address these problems and
argue in favor of statistical, information-theoretical methods of quantifying (significant)
degrees of association between words (i.e. degrees of collocational strength) (Church et
al., 1990, 1991, 1994). However, while the basic argument is by now generally accepted,
itis far from clear which method is optimally suited for linguistic research, and Church
et al’s work has triggered a number of studies proposing a variety of measures for this
purpose (cf. Dunning, 1993, Pedersen, 1996; cf. Oakes, 1998, as well as Manning &
Schiitze, 2000, for overviews).

In principle, any of the measures proposed could be applied in the context of
collostructional analysis, but most of them are problematic in (at least) one of the
following ways: first, many of the proposed statistics involve distributional assump-
tions that are not justified: normal distribution and homogeneity of variances are
just two such assumptions which are hardly ever met when dealing with natural
language data, and which render suspicious any statistical results based on them
(e.g. Berry-Rogghe’s (1974) z-score, Church et al’s (1991) t-score). Second, some
statistics are particularly prone to strongly overestimating association strengths
and/or underestimating the probability of error once extremely rare collocations
are investigated (e.g. MI) — even proposed non-parametric improvements like the
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Chi-square statistic or Dunning’s (1993) log-likelihood coefficient still rely on the
Chi-square distribution for significance testing and are, thus, unreliable given the
kind of extremely sparse data frequently encountered in corpus-linguistic tasks (cf.
Manning & Schiitze, 2000, p. 175 n. 7, and Weeber, Vos & Baayen, 2000, for examples).
As will become evident, the unreliability of these tests with respect to rare collocations
is particularly problematic in the case of collostructions, since the vast majority of
collexemes occurring within any given construction have a very low frequency in
that construction (cf. Zipf’s law).

There is one statistic that is not subject to such theoretical and/or distributional
shortcomings, namely the Fisher exact test (cf. Pedersen, 1996). It neither makes any
distributional assumptions, nor does it require any particular sample size. Its only
disadvantage is that a single test may require the summation of thousands of point
probabilities, making it a computationally extremely intensive test procedure. Since
precision is of the utmost importance in calculating collostruction strength, we will
use the Fisher exact test in spite of its computational cost.

Like virtually all measures of collocation strength between two words w, and
wa, the Fisher exact test can be performed on a two-by-two table representing the
single and joint frequencies of w; and w, (or in our case, between a construction an a
potential collexeme) in the corpus. To return to the [N waiting to happen] construction,
consider Table 3, which represents the single and joint frequencies of the noun lemma
accident and the [N waiting to happen] construction in the BNC. The figures in italics
are derived directly from the corpus data, the remaining ones result from subtractions;
the total number of constructions was arrived at by counting the total number of verb
tags in the BNC, as we are dealing with a clause-level construction centering around
the verb wait.

Table 3 (rosstabulation of accident and the [N waiting to happen] construction

accident - accident Row totals
[N waiting to happen] 14 21 35
= [N waiting fo happen] 8,606 10,197,659 10,206,265
Column totals 8,620 10,197,680 10,206,300

On the basis of this information, the Fisher exact test computes the probability of this
distribution and all more extreme distributions (in the direction of H;) with the same
marginal frequencies. For the data in Table 3, the p-value is 2.1216E-34,° indicating
that, as would be expected, the association between accident and the [N waiting to
happen] construction is very strong. The same computation can be performed for all
other Ns occurring in this construction, and the Ns can then be ranked according to
their strength of association (the Fisher exact p-values, that is) with the construction.
This procedure results in Table 4.57
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Table 4 C(ollexemes most strongly attracted to the [N waiting to happen] construction®

Collexeme (n) P €XaCt {collostruction strength)
accident (14) 2.12E-34
disaster (12) 1.36E-33
welkom (1) 4 .46E-05
earthquake (1) 2.46E-03
invasion (1) 7.10E-03
recovery (1) 1.32E-02
revolution (1) 1.68E-02
crisis (1) 2.21E-02
dream (1) 2.45E-02
it (sex) (1) 2.83E-02
event (1) 6.92E-02

Although the main point of this analysis (as of the case studies presented below) is to
exemplify the method, let us briefly point out some interesting aspects of our results.
First, this construction is not typically found in dictionaries, the only exception being
the Collins Cobuild family of dictionaries. This omission is maybe due to the fact that
lexicographers perceived this construction as having no unique head noun under which
to list it. Second, the one dictionary (or family of dictionaries) that does have an entry
for it, Collins Cobuild, lists it under the head noun accident, which receives a posteriori
support by the collostructional analysis (although collostructional analysis would sug-
gest that it also be included under the head word disaster, where Collins Cobuild at least
gives an example). Finally, Collins Cobuild gives the following definition.

If you describe something or someone as an accident waiting to happen, you
mean that they are likely to be a cause of danger in the future, for example
because they are in poor condition or behave in an unpredictable way. (Collins
Cobuild E-Dict. s.v. accident)

The negative connotation here is clearly due to the word accident rather than the construc-
tion. Note the absence of such negative connotations with the words recovery (line 12),
dream (line 32), it/sex (line 28) and event (line 27). This would perhaps suggest that the
construction should receive its own entry under wait with a more neutral definition along
thelines of ‘if you describe something as waiting to happen, you mean that it will almost
certainly occur and that this is already obvious at the present point in time (often used
with a negative connotation)’ The fact that accident and disaster are so strongly associated
with the construction could be conveyed by an appropriate choice of examples.
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3 Case studies

In this section, we will investigate a variety of constructions with respect to their most
strongly attracted and repelled collexemes. The principal focus throughout this section
is on the methodology itself; although we will provide some discussion of the results in
each case, this discussion is aimed at pointing out the potential of the method rather
than at providing detailed analyses of specific phenomena. The order of presentation
approximately reflects the degree of abstractness of the constructions as discussed
above. Unless otherwise noted, all case studies are based on the British component of
the International Corpus of English (ICE-GB).

3.1 Words and variable idioms
3.1.1 Cause

We will begin with the analysis of a single word, the verb cause. As will presently become
clear, collostructional analysis allows for a more fine-grained analysis than traditional
collocational analysis even in the case of a single word.

Previous collocational analyses have shown that the verb cause collocates predomi-
nantly with words that have a negative connotation (i.e., that cause predominantly has
a ‘negative semantic prosody, cf. e.g. Stubbs, 1995). Some typical examples are shown
in(1):

(1) (a) There's a bone in my nose that’s slightly bent and it’s progressively caused slight
breathing problems (ICE s1a-051 97)
{b) Instead so Mill argued the only ground for making something illegal was that it
caused harm to others (ICE s2b-029 106)
() lam sorry to have caused you some inconvenience by misreading the
subscription information (ICE w1b-026 115)

As these examples show, the negative prosody is due to the words that occur in the
logical object position of cause. Table 5 shows the results of a collostructional analysis
of the lexemes occurring in this position.

The results clearly confirm the claim that cause has a negative connotation. However,
note that cause occurs in three different constructions: the transitive, as in (1a), the
prepositional dative, as in (1b), and the ditransitive, as in (1c).® Using the collostructional
method, we can go beyond the type of general analysis that is possible on the basis of
Table 5, and look at the result arguments of each of these constructions separately (i.e.
the objects of transitive and prepositional dative uses, and the second (or ‘direct’) objects
of ditransitives, as well as the subjects of passives for each construction). The results of
such a separate analysis are shown in Table 6.




Table 5 Collexemes of cause (all nouns encoding the result argument of cause)
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Collexeme (n)

Collostructijon strength

Collexeme (n)

Collostruction strength

problem (22)
damage (9)
harm (5)
havoc (3)
distress (3)
inconvenience (3)
cancer (4)
injury (5)
injustice (3)
stampede )
congestion (2)
extrusion (2)
stress (3)
change (6)
hardship (2)

9.03E-23
1.86E-13
3.9E-11

1.24E-08
1.08E-07
2.58E-07
6.93E-07
1.25E-06
1.39E-06
6.39E-06
1.28E-05
1.28E-05
2.51E-05
2.73E-05
4,46E-05

wear (2)
swelling (2)
concern (3)
trouble (3)
collapse (2)
disruption (2)
casualty (2)
crack (2)
acrimony (1)
drowsiness (1)
head-crash (1)
hiccough (1)
hyperinflation (1)
neuropraxia (1)

perplexity (1)

7.63E-05
1.92E-04
2.7E-04

4.64E-04
4.83E-04
4.83E-04
1.09E-03
1.23E-03
1.46E-03
1.46E-03
1.46E-03
1.46E-03
1.46E-03
1.46E-03
1.46E-03

Clearly, cause has a ‘negative prosody’ in all three constructions, however, there are
fundamental differences between the three constructions with respect to the exact type
of negative result. The transitive construction occurs exclusively, and the prepositional
dative predominantly, with external states and events; in contrast, the ditransitive con-
struction encodes predominantly internal (mental) states and experiences.

Table 6 Collexemes of cause by construction

TRANSITIVE PREPOSITIONAL DATIVE DITRANSITIVE

Collexemes Coll. strength ~ Collexermes Coll. strength ~ Collexemes Coll. strength
problem (18) 3.30E-18  harm (3) 4.37E-10 distress (1) 4,54E-04
damage (7) 252E-10  damage(2) 5.47E-05 hardship (1) 4.54E-04
havoc (3) 8.74E-09  modification (1) 6.56E-04 discomfort (1) 5.19E-04
cancer (4) 4.39E-07  inconvenience (1)  8.43E-04 inconvenience (1)  5.84E-04
injury (5) 7.12E-07  famine (1) 9.37E-04 problem (2) 8.57E-04
injustice (3) 9.84E-07  delight (1) 1.59E-03 pain (1) 3.24E-03
stampede (2) 508E-06  problem (2) 1.83E-03 difficulty (1) 7.83E-03
congestion (2) 1.01E-05  disruption (1) 2.06E-03 night up (1) 1.89E-02
extrusion (2) 1.01E-05  accident (1) 1.66E-02

change (6) 1.43E-05
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The difference between the transitive and the ditransitive use of cause is intriguing,
and has been missed by traditional collocational analyses. One reason for this dif-
ference may be found in the different argument structure of these two uses. In the
transitive use, there are two participants — an Agent (the causer) and an (Effected)
Patient (the result); in contrast, in the ditransitive there are three participants — an
Agent (the causer) and a Theme (the result) that is (metaphorically) transferred
tc a Recipient; the metaphorical recipient of the result of an action is naturally
interpreted as an experiencer of this result (see section 3.2.2 below). This inclusion
of an experiencer makes the ditransitive suitable for encoding mental states and
experiences.

3.1.2 The [X think nothing of Vger,nal construction

Let us now move beyond the level of single words, beginning with a relatively concrete
idiomatic expression, [X think nothing of Vgerunal, exemplified in (2).

(2} (@) Intheir present mood people would think nothing of mortgaging themselves for
years ahead in order to acquire some trifling luxury like a jar of brandied peaches
or a few leaves of tobacco. (BNC: EWF)

{b) As a bachelor it seemed slightly shocking to Rupert that a colleague, even though
an anthropologist, should think nothing of abandoning his wife when she wasiill.
(BNC: HA4)

We will be concerned with the verbs that appear in the Vge;unq slot. This construction
is found in many dictionaries; a typical definition is the following:

If you think nothing of doing something that other people might consider
difficult or strange, you consider it to be easy or normal, and you do it often or
would be quite willing to do it (Collins Cobuild, s.v. think)

This definition makes clear that we are in fact dealing with a construction, as this mean-
ing is not predictable from the component parts or other constructions of English; if we
attempted to identify the meaning of this construction compositionally, we would expect
it to mean something like ‘to have a very low opinion of’, in analogy to expressions like
think {the world/highly/not much/poorly/little} of (and indeed this is a possible interpreta-
tion, although the OED is the only dictionary which lists it we are aware of).

Given a definition like the one cited, we would expect the construction to strongly
attract verbs that refer inherently to undesirable and/or risky activities. However, it is
not clear that there are many such verbs since what is undesirable or risky depends
very much on context.

Thus, this construction provides an extreme test for the collostructional method.
Table 7 lists the results (from the BNC).
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Table 7 (ollexemes most strongly attracted to the [X think nothing of VGerund construction]

Collexeme (n) Collostruction strength Collexeme (n) Collostruction strength
haggle (1) 4.83E-04 beat (1) 2.748-02
mortgage (1) 1.79E-03 checkup (1) “3.38E-02
confide (1) 2.01E-03 eat (1) 3.92E-02
motor (1) 223E-03 stay (1) 5.36E-02
spend (2) 3.28E-03 walk (1) 7.45E-02
offer (2) 4.13E-03 hear (1) 1.17E-01
rip (1) 4.18E-03 take (2) 1.21E-01
leap (1) 6.02E-03 pay (1) 1.21E-01
hire (1) 7.50E-03 bring {1) 1.36E-01
wave (1) 9.78E-03 call (1) 1.54E-01
blow (1) 1.29E-02 get (2) 1.67B-01
abandon (1) 1.45E-02 go (2) 1.85E-01
hand (1) 1.70E-02 put {1) 2.09E-01
fly (1) 2.66E-02

As might perhaps be expected given our concerns about the context dependence of
the notions ‘desirability’ and ‘riskiness; there are no verbs that occur very frequently
in this construction; also, note that there are no great differences in the frequencies of
the verbs that do occur in it. However, even under these circumstances, our measure of
collostruction strength is able to rank the verbs; what is more, this ranking does indeed
pick out a number of verbs denoting potentially risky activities (like mortgage, confide,
motor, leap and fly) and verbs denoting potentially undesirable activities (like haggle,
rip, abandon and beat — especially the first-ranked haggle seems to have a strongly
negative connotation). Although one may not want to claim that the meaning of this
construction could be deduced with a high degree of certainty from the list of verbs in
Table 7, especially if taken individually, their prominence among the top collexemes
clearly conveys a ‘semantic prosody’ that meshes well with the meaning of the construc-
tion. Incidentally, there are two lexemes identified by collostructional analysis as being
repelled by the construction: the high frequency, low-content verbs be and do. Note
that these would not help at all in identifying the meaning of the construction (for be,
p=7.52E-06; for do, p is only 0.469).
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3.2 Partially filled and unfilled argument structure constructions
3.2.1 Theinto-causative

We will now turn to an argument-structure construction, albeit one that still includes a
speciﬁc function word, [Sagent v Opatient/agent intO'Agerund resulting—action] - This
construction, which we refer to as the into-causative, is exemplified in (3).

{3) (a) He tricked me into employing him.
{b) They were forced into formulating an opinion.
{c) We conned a grown-up into buying the tickets.

In a brief discussion of this construction, Hunston and Francis (2000, pp. 102-4, 106)
impressionistically provide some raw frequency data concerning the verbs found in the
V slot of the construction. On the basis of these data, they identify a strong tendency of
the construction to occur with verbs denoting negative emotions (e.g. frighten, intimi-
date, panic, scare, terrify, embarrass, shock, shame etc.) or ways of speaking cleverly and
deviously (e.g. talk, coax, cajole, charm, browbeat etc.). They propose that verbs entering
into the into-causative usually (i) do not mean ‘talk reasonably’” and (ii) can also be
used transitively; they go on to argue that both of the senses they have identified are
associated with ‘some kind of forcefulness or even coercion’ (Hunston & Francis, 2000, p.
106). Before we present our own results, however, two aspects of Hunston and Francis’s
work are worth noting. First, although this construction has two slots for verbs (V and
Ageruna), Hunston and Francis confine themselves to a discussion of the V slot. Second,
while Hunston and Francis comment on the notions ‘force’ or ‘coercion’ that at least one
sense of the construction is associated with, the verbs force and coerce themselves are
completely absent from their discussion and from the list of verbs they present.

Consider now Table 8, which shows the 30 verbs most strongly attracted to the V
slot of the construction (data from the BNC).

Clearly, the results of the collostructional analysis differ strongly from the more
impressionistic results presented by Hunston and Francis. First, the verb is most strongly
attracted to this construction is trick, whose collostruction strength is eighty orders of
magnitude larger than that of the next-strongest collexeme, fool, or that of the most
frequent verb in this construction, force (also note that second-ranked fool has a similar
meaning to trick). Interestingly, neither of these verbs is mentioned by Hunston and
Francis, nor do they fit the proposed semantic generalization (‘negative emotions’
or ‘speaking cleverly’). Second, the verbs ranked third and fourth again share some
semantic characteristics, namely those of force’ and ‘coercion’ mentioned by Hunston
and Francis. However, the collostructional analysis demonstrates that the construction
is not only associated with the semantic notions ‘force’ or ‘coercion’ but also with the
actual verbs force and coerce.
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Table 8 Collexemes most strongly attracted to the V slot of the into-causative

Collexeme Collostruction Collexeme Collostruction
strength strength
trick (92) 2.11E-267 delude (19) 8.83E-49
fool (77) 1.68E-187 talk (62) 2.38E-48
coerce (53) 1.15E-158 goad (18) 1.35E-46
force (101) 6.31E-136 shame (19) 1.28E-45
mislead (57) 9.57E-110 brainwash (13) 2.42E-37
bully (45) 2.53E-109 seduce (17) 2.56E-35
deceive (48) 5.94E-109 push (34) 6.66E-35
con (34) 4.41E-102 tempt (22) 3.37E-32
pressurise (39) 4.8E-101 manipulate {19) 3.3E-31
provoke (48) 4.05E-87 inveigle (10) 1.04E-30
pressure (30) 3.88E-85 hoodwink (10) 1.52E-29
cajole (28) 4,08E-85 panick (15) 7.75E-28
blackmail (25) 3.31E-64 lure (14) 123E-27
dupe (19) 7.77E-52 Tl (11) 4.62E-26
coax (22) 6E-51 dragoon (8) 1.63E-25

The data in Table 8 also show an interesting tendency: the collexemes appear to be
ordered such that the very top of the list features verbs instantiating the two major
sub-senses of the construction, namely ‘trickery’ (as exemplified by trick/fool as well as
mislead, deceive, con, dupe, delude, hoodwink and Iull) and ‘force’ (exemplified by coerce/
force as well as bully, pressurize, pressure, and push). Intuitively less central senses of the
into-causative appear much further down the list, for example:

e ‘verbal coercion, instantiated by blackmail (as well as by threaten, which is
not among the top thirty collexemes, but still a significant collexeme);

» ‘positive persuasion, i.e. As providing B with a positive stimulus in order to
cause B to do something, instantiated by cajole and coax;

» ‘negative persuasion, i.e. As providing B with a negative stimulus in order to
cause B to do something, instantiated by goad and shame.
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Collostructional analysis has more to offer though. While space does not permit an
exhaustive characterization of the into-causative, note that the Ageruna slot of the
construction can be subjected to the same kind of collostructional analysis; furthermore,
it is possible to establish intra-constructional correlations between lexemes occurring
in the V slot and lexemes occurring in the A slot. We will very briefly mention three
interesting findings (cf. Gries & Stefanowitsch, in preparation a).

First, the most strongly attracted verb, trick, does not exhibit any semantic restric-
tions or preferences with respect to the (kinds of) Ageryuna lexemes it co-occurs with
frequently; these include

¢ action verbs (e.g. do, give, work);
 transfer verbs (e.g. give, hand);

« mental activity verbs (e.g. believe, think, like);
el);

¢ communication verbs: (e.g. tell, talk, say).

Second, the A slots of other verbs of the same semantic group (that of ‘trickery’) are
much more restricted: they prefer Agerunas encoding mental activity or transfer,
but generally disprefer action, perception, and communication verbs. Finally; the
lexemes in the Ageryna slots of force’ verbs exhibit a markedly different semantic
tendency: the force’ sense is mainly used with action verbs and transfer verbs, whereas
communication verbs are rare and mental activity and perception verbs hardly occur
atall.

In sum, collostructional analysis yields intriguing results: first, as before, it shows
that there are associations between this construction and individual verbs, and that these
are ranked in a way that lends itself to a meaningful interpretation; second, it allows us to
expand on such an interpretation by potentially identifying the most strongly attracted
gerunds as well as V-A gy g correlations within the construction.

3.2.2 Theditransitive

Traditionally, ditransitivity is viewed as a verbal complementation pattern or subcate-
gorization frame, i.e. as a purely syntactic property of individual verbs. In other words,
itis assumed that verbs like give, promise, or tell are ‘ditransitive verbs’; cf. the examples
in (4)a to (4)c:

(4) (a) Mary gave John a book.
(b) Chris promised Pat a car.
(c) John told Mary a story. -
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If this view were correct, there would be no point in performing a collostructional
analysis of ditransitivity, since it would result trivially in a frequency list of ditransitive
verbs. However, there are several reasons for assuming that ditransitive syntax (i.e. [S
V 0O,0,]) is a (meaningful) construction that exists independently of the specific verbs
that occur in it. First, so-called ‘ditransitive verbs’ may also occur with other types of
syntax (cf. e.g. Mary gave freely to the poor (intransitive prepositional), Chris promised to
be on time (clausal complement), and John told Mary of his adventures at sea (transitive
prepositional). Second, typical ‘intransitive’ verbs (like blow) or transitive verbs (like
throw) may also occur with ditransitive syntax, as in Mary blew John a kiss or Chris threw
Pat the ball), and if they do so, they receive an interpretation that is very similar to that
of ditransitive’ verbs. As mentioned in Section 2.1, the ditransitive construction can be
represented in its active declarative form as [S,gene V Orecipient Othemel-

It is crucial to the idea that all cases of ditransitive syntax instantiate a single argu-
ment-structure construction that such a construction may have a basic sense with
several semantic extensions. In the case of the ditransitive, the basic sense is generally
assumed 1o be X causes Y to have/receive Z (cf. Goldberg, 1995, p. 38, Pinker, 1989,
p- 73). Example (4a) instantiates this sense, while examples (4b) and (4c) instantiate
extensions: the former is linked to the basic sense by virtue of the fact that the satisfaction
conditions of the speech-act verb promise imply a transfer; the latter is a metaphorical
extension based on the idea that communication is the exchange of objects (cf. Reddy,
1979). The polysemy of the ditransitive construction has been most extensively discussed
in Goldberg (1995); the extensions she posits are summarized in Table 9.

Table 9

Sense -

Sample verbs

Basic sense:
Agent causes recipient to receive theme

Extensions on the basis of general semantic processes
(Goldberg 1995: 38):

A. Satisfaction conditions imply that agent causes recipient to
receive theme :

B. Agent enables recipient to receive theme

C. Agent causes recipient not to receive theme

D. Agent acts to cause recipient to receive theme in the future
E. Agent intends to cause recipient to receive theme

Extensions on the basis of metaphor (Goldberg 1995: 147-50):
E Communication as transfer, e.g. She told Joe a fairy tale.

G. Perceiving as receiving, e.g. He showed Bob the view.

H. Directed action as transfer, e.g. She blew him a kiss.
Exceptions based on individual verbs (Goldberg 1995: 131-6):

give, pass, hand, ...
throw, kick, ...
bring, send, take, ...

guarantee, promise, owe, ...

permit, allow, ...
refuse, deny, ...
leave, bequeath, grant, ...

bake, make, build, ...
get, grab, earn, ...

tell, teach, fax, ...

show, give a glimpse, ...

blow (a kiss), give (a wink), ...
cost, charge, envy, forgive ...
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Table 10 Collexemes most strongly attracted to the ditransitive construction .

Collexeme Collostruction Collexeme Collostruction
strength strength

give (461) 0 allocate (4) 2.91E-06

tell (128)  1.6E-127 wish(9)  3.11E-06

send (64)  7.26E-68 accord (3) 8.15E-06

offer (43)  3.31E-49 pay (13) 2.34E-05

show (49)  2.23E-33 hand (5) 3.01E-05

cost (20)  1.12E-22 guarantee (4) 4.72E-05

teach (15)  4.32E-16 buy (9) 6.35E-05

award (7)  1.36E-11 assign (3)  2.61E-04

allow (18)  1.12E-10 charge (4)  3.02E-04

lend (7) 2.85E-09 cause (8)  5.56E-04

deny (8) 4.5E-09 ask (12) 6.28E-04

owe (6) 2.67E-08 afford (4) 1.08E-03

promise (7) 3.23E-08 cook (3)  3.34E-03

earn (7) 2.13E-07 spare (2)  3.5E-03

grant (5)  1.33E-06 drop (3) 2.16E-02

Again, collostructional analysis demonstrates not only that there are associations
between the ditransitive and specific verbs, and that these can be ranked, but it also yields
results that bear on analyses of the ditransitive such as that presented by Goldberg.

The strongest collocate is give, which is clearly the verb most closely associated
with the form and the meaning of the ditransitive construction, both in the minds of
native speakers (cf. the informal experiment in Goldberg, 1995, pp. 35-6) and in the
literature on the ditransitive. It is also, of course, the verb most similar in meaning to
the ditransitive (the OED, for example, defines the relevant meaning using words like
‘transfer’ and ‘provide with) which are clearly close paraphrases of ‘cause to receive’ It
seems, then, that for the ditransitive, collostruction strength confirms the importance
of semantic compatibility, and it also seems that strong collexemes of a construction
provide a good indicator of its meaning (although the extreme polysemy of the ditransi-
tive construction must be taken into account for a detailed analysis of both of these
issues, a point to which we will return presently).

The list of significant collexemes also provides a crucial clue as to why some verbs
are thought of as inherently ditransitive even though they also occur in other con-
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structions, and why some verbs are not thought of as ditransitive even though they
occur regularly in the ditransitive construction. Essentially, the stronger its collostruc-
tion strength with the ditransitive, the more likely a given verb is to be thought of as
ditransitive. Most native speakers would agree that the first twenty verbs in Table 10
are felt to be ditransitive, but intuitions become considerably more varied below this
point; the non-significant collexemes include mostly verbs that we would not think
of as ditransitive.

Turning to the polysemy of the ditransitive, it is interesting to note that the basic
‘transfer’ sense is not overwhelmingly dominant in the list of the next most strongest
collocates after give; in fact, it is only instantiated by four or five other verbs among
the complete list of significant collocates: send, award, lend, drop, and perhaps assign.
Instead, the next strongest collocates after give mainly instantiate extended senses:
eight of the nine extensions listed in Table 10 are instantiated by one or more of the
fifteen strongest collocates; extension A by offer, owe, and promise, extension B by allow,
extension C by deny, extension D by grant, and extension E by earn, extension F by tell
and teach, extension G by show, and the exceptional uses by cost.

Thus, collostructional analysis may provide us with evidence for the high degree
of polysemy of some constructions (such as the into-causative or the ditransitive) as
compared to others (such as [N waiting to happen] or [think nothing of V gerunal-

3.3 Tense/aspect/mood
3.3.1 The progressive

Let us now turn to even more abstract constructions, beginning with the progressive
aspect. It is generally assumed that the progressive construction presents the action
denoted by the verb as an ongoing process (cf,, e.g., Jespersen, 1931, p. 178, Dowty,
1979, p. 145). It has also been noted that, as a consequence, verbs with a stative
aktionsart (which inherently present a process as ongoing) do not generally occur
in the progressive construction except under very specific circumstances (Lakoff,
1970, p. 121).

From a corpus-based perspective, we would certainly not expect absolute restric-
tions on the ability of any verb to occur the progressive aspect construction. However,
it seems plausible that stative verbs will be infrequently instantiated among the most
strongly attracted collexemes, but will make up a substantial proportion of the most
strongly repelled collexemes.

Table 11 lists the 30 most strongly attracted and repelled collexemes. The results
lend an overwhelming support to the traditional analysis. A full twenty of the 30 most
strongly repelled collexemes are stative (namely all verbs except for call, put, find, base,
set, let, mention, get, marry, stop); note especially that the ten most strongly repelled
verbs are all stative.
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Table 11 (ollexemes most strongly attracted to the progressive construction

attracted repelled
Collexeme (n) Collostruction Collexeme (n) Collostruction
strength strength
talk (234) 1.32E-94 be (448) 0
go (640) 1.08E-89 know (31) 1.01E-63 -
try (282) 8.86E-84 think (160) 4,05E-34
look (371) 441E-77 see (72) 6.36E-31
work (250) 2.14E-68 have (247) 1.93E-29
sit (100) 2.55E-57 want (44) 6.51E-21
wait (88) 6.17E-38 mean (15) 7.72E-17
do (539) 2.16E-36 need (5) 1.11E-14
use (264) 3.18E-29 seem (3) 1.02E-10
come (348) 9.65E-26 believe (11) 3.44E-05
run (113) 1.75E-25 call (30) 3.32E-08
move (104) 5.8E-19 put (93) 6.7E-08
live (101) 1.97E-17 remember (12) 9.49E-08
deal (57) 2.19E-16 find (56) 4.58E-07
walk (55) 9.34E-16 include (6) 2.76E-06
watch (46) 2E-15 agree (9) 4.45E-06
wear (48) 3.76E-14 base (2) 2.04E-05
write (123) 1.58E-13 set (34) 3.39E-05
listen (42) 2.18E-12 sound (6) 3.55E-04
seek (48) 8.66E-11 concern (3) 3.92E-04
fight (32) 2.63E-10 imagine (2) 4,97E-04
stand (57) 497E-10 let (10) 5.83E-04
study (31) 1.67E-09 mention (8) 1.04E-03
plan (28) 1.87E-09 exist (4) 1.13E-03
increase (54) 2.36E-09 get (294) 1.27E-03
sing (25) 3.54E-09 regard (2) 1.27E-03
approach (25) 5.13E-09 require (12) 1.3E-03
depend (43) 6.21E-09 marry (1) 1.86E-03
speak (71) 1.24E-08 stop (7) 2.13E-03
sell (38) 1.46E-08 indicate (3) - 229E-03

In addition, a number of observations emerge regarding semantic verb classes. For
example, motion/posture verbs (e.g. go, sit, come) as well as communication verbs (e.g.




COLLOSTRUCTIONS

talk, listen, speak) are reasonably frequent among the most strongly attracted verbs,
but are not instantiated at all among the most strongly repelled verbs. Also, among the
stative verbs strongly repelled by the progressive, verbs denoting mental processes are
particularly prominent.'

3.3.2 Theimperative

It is received wisdom that the imperative sentence type (or mood) serves a ‘directive’
function, more specifically, that of a request (at least in its ‘direct’ or ‘prototypical’ use).
Characterizations of requests typically include the idea the speaker wants the hearer
to perform the requested action, i.e. that it is desirable to the speaker (cf. Searle, 1969,
pp. 667, Wierzbicka, 1991, p. 205, Sadock, 1994, p. 401). In addition, it is sometimes
claimed that the imperative expresses the speaker’s assumption that the hearer will
actually perform the requested action (cf. Wierzbicka, 1991, p. 205), or even that it places
the hearer under an obligation to do so (cf. Sadock, 1994, p. 401), or that it presupposes
a ‘power (authority) gradient’ between speaker and hearer (Givén, 1989, p. 145).

‘We might, thus, minimally expect a prevalence of verbs encoding actions that yield
results desirable from the point of someone else, i.e. the speaker; note that the verb most
frequently used to exemplify the imperative is pass (as in Pass the salt!). In addition, we
might expect some reflex of the authority or obligation aspect of the imperative.

The data, however, tell a different story. Consider Table 12, which lists the 30 most
strongly attracted collexemes of the imperative construction.”

Table 12 Collexemes most strongly attracted to the imperative construction

Collexeme Collostruction
strength
let (86) 1.99E-97
see (171) 7.47E-80
look (74) 1.18E-24
listen (26) 4.05E-23
worry (21) 5.18E-22
fold (16) 9.258-22
remember (35) 1.83E-18
check (21) 2.09E-17
process (15) 2.16E-17
try (47) 5.13E-17
hang on (17) 7.90E-17
tell (46) 1.30E-15
note (16) 2.96E-15
add (21) 2.64E-12

keep (28) 1.13E-11
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Let us begin with the classes of verbs found to be strongly attracted to the imperative.
Four of the verbs in Table 12 are clearly not action verbs in any sense (see, worry,
remember, note). Furthermore, many of the action verbs that do occur are atypical
in that they do not yield tangible results (look, listen, hang on, check, try, keep). While
result-yielding action verbs do also occur, they are not nearly as dominant as might be
expected (making up only a third of the top fifteen collexemes).

Let us now turn to the issue of the desirability of the requested action: a cursory
glance at Table 12 suggests that what is at issue is a result desirable from the point of the
hearer rather than the speaker. This is confirmed by a closer look at the top ten verbs.

First-ranked lef requires little discussion in this context. It occurs predominantly
in the combination let me, as in example (5a) and rarely in other combinations as in

(5b).

(5) (a) Letme also point out what could happen to companies that don’t innovate (ICE
s2a-037 045)
{b) Letthe racket do the work with very little follow-through (ICE w2d-013 060)

Such examples could plausibly be omitted from the analysis on the same grounds as
those with let’s; cf. above n. 11. However, the basic fact, namely that let is used to encode
situations that are portrayed as desirable to the hearer, holds for other verbs as well,
specifically, for the verbs see, look, listen and remember, which are typically used as in
examples (6) to (9).

{(6) (a) Justtryitand see what happens (ICE s1b-002 064)
(b) See also the section below on’Students from abroad’ (ICE w2d-003 049)

(7) (@) Lookwhat happened to Jimmy Carter (ICE s2b-021 012)
(b} Justlook at the beautiful scenery here (ICE s2a-016 037)

(8) Uhm <,> but then they said listen we need to you know <,> decide very promptly (ICE
s1a-092 048)

(9) Remember that alcohol affects your judgment of both people and situations (ICE
w2d009 081)

Each of these verbs would merit its own discussion, but suffice it here to point out what
they all seem to share (in addition to the hearer-desirability) is an attention-directing
(or perhaps even discourse-organizational) function, the same can, of course, be said of
note and hang on. Clearly, the requested actions are (portrayed as being) beneficial to the
hearer rather than the speaker: the examples convey a sense of suggesting or advising
rather than commanding or requesting (actually, these actions are also beneficial to
the speaker, but not in the way typically associated with the imperative - rather, the
requested actions serve to support the future cooperation and interaction between
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speaker and hearer in a way that is very similar to the use of let me exemplified in (5a)
above). A very clear case of desirability to the hearer is also presented by fifth-ranked
worry, which occurs exclusively in the phrase don’t worry.

This leaves us with four more canonical imperatives, namely fold, check, process, and
possibly tell. Of these, fold and process are typical result-yielding action verbs, but (i) as
imperatives they both occur only in a single file of the corpus (cf. below section 4) and
(i) any sense of beneficiality to the speaker is notably absent (cf. (10) and (11)). Check
in (12} is result-yielding in some sense, but some of the examples also bear resemblance
to the uses of see, look and listen exemplified above in (6) to (9).

{10) Fold the short edge to the centre (ICE w2d-019 044)
(11) Process until the mixture has formed a smooth purée (ICE w2d-020 137)

(12) (@) Check it out (ICE s1a-033 186)
(b) Check the condition of the drive belt pericdically and replace it if it is excessively
worn (ICEw2d-018 016 )

Tell has some clearly directive uses, as in (13) but many uses are discourse-organizational
(cf. (14)), and thus not unlike see, look, listen, and note.

(13) Tell him we are waiting for the order (ICE s1a-004 046)
(14) Tell us about Barcelona then (ICE s1a-046 422)

Although this analysis does not even begin to address the intriguing facts that col-
lostructional analysis may ultimately reveal about the imperative, it clearly shows one
thing: imperatives are apparently avoided with typical action verbs. This is doubtless
due to the fact that such a use would be highly imposing. Instead, one major function
of the imperative seems to be the organization of discourse (o1, more generally, texts).

To sum up, collostructional analysis has again picked out and ranked a number
of verbs as significant collexemes of the construction in question, but, in contrast to
the analysis of the progressive presented in the preceding section, the results do not
straightforwardly support simple traditional analyses. Instead, the verbs picked out by
collostruction strength provide evidence that one of the typical uses of the imperative
is to direct attention in a low-imposition fashion.

3.3.3 Thepasttense

Before we conclude, we would like to emphasize that the applicability of collostruc-
tional analysis is not limited to the type of semantically relatively specific construction
discussed so far. To drive home this point, let us briefly look at one of the most abstract
constructions of the English language: the past tense. Intuitively, there are no strong
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expectations, if any, that the past tense should be strongly associated with any particular
verb at all. However, as Table 13 shows, there are both strongly attracted and strongly
repelled collexemes even for this construction. For the top two collexemes, it is possible
to come up with a partial motivation for this attraction: the attraction of be is atleast in
part due to its function as a passive marker (which - at least in the ICE-GB - is more
frequent in the past tense, a fact that is in itself in need of explanation), while say is the
verb standardly used in introducing direct and indirect speech in narratives (which are
typically in the past tense for obvious reasons). Beyond this, we do not pretend to have
even the beginning of a plausible explanation for the facts in Table 13 (although it does
not seem impossible that such an explanation may ultimately be found); however the
very fact that there are such relations of attraction and repulsions seems noteworthy
enough to be reported, since it presents a huge problem for rule-based approaches to
language.

Table 13 (ollexemes most strongly attracted to the past tense construction

attracted repelled
Collexeme Collostruction Collexeme Collostruction
strength strength
be (6620) 0 know (159) | 1.35E-26
say (1359) 1.81E-278 do (257) 7.23E-26
have (841) 1.1E-16 use (76) 3.01E-22
nod (19) 3.54E-14 put (106) 9.77E-19
die (57) 2.02E-12 get (339) 1.14E-15
become (150) 6.71E-12 see (184) 8.11E-15
tell (192) 8.86E-12 suppose (3) 1.18E-13
feel (152) 1.34E-11 saw (1) 4.84E-13
come (383) 1.13E-10 like (34) 1.22E-12
arrive (47) 4.08E-10 cut (10) 7.07E-12
start (90) 2.57E-08 work (49) 1.34E-11
decide (71) 2.94E-07 read (39) 3.16E-11
fall (54) 1.71E-06 talk (28) 3.98E-11
ring (34) 1.91E-06 remember (17) 7.8E-11

sit (47) 1.97E-06 hope (13) 3.62E-10
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4 Conclusions

The collostructional analyses of a number of constructions have demonstrated several
advantages of the method.

First, the descriptive adequacy of grammatical description is strongly increased.
While simpler and more traditional collocate-based approaches already provide a huge
mmprovement on purely intuitive analyses, we believe that collostructional analysis with
its emphasis on (i) the grammatical structures in which collexemes are embedded and
(ii) the quantification of the degree of attraction/repulsion has more precise results
and more rewarding perspectives to offer, for example for lexicography and language
pedagogy, to name just two fields of application where there are obvious practical
advantages to knowing which lexical items are strongly associated with or repelled by
a particular construction.

Second, the results presented above have implications for linguistic theorizing
and model-building. Most importantly, the very fact that there are any dependencies
at all between particular words and particular grammatical structures provides strong
support for theories that view grammatical structures as signs, specifically for theories
that view language as a repository of linguistic units of various degrees of specificity.
If syntactic structures served as meaningless templates waiting for the insertion of
lexical material, none of the results presented above would be expected in the first place
{(proponents of rule-based, open-choice theories could of course shift variable idioms
out of core grammar to the lexicon, but this strategy would seem counterintuitive in
the case of more abstract constructions, such as argument structure, tense, aspect,
mood, etc.).

Finally, collostructional analysis in our view has implications for psycholinguistic
studies of language acquisition. Goldberg suggests that the semantics of some of the
most basic argument structure constructions (including the ditransitive) are identified
by the child on the basis of the fact that a few flexible and semantically light verbs (e.g.
give for the ditransitive) tend to account for the majority of the occurrences of these
constructions in both input and output (Goldberg, 1999, Goldberg et al., 2003, p. 7-10).
Goldberg et al. (2003, p. 11) also hypothesize that

it is the high frequency of particular verbs in particular constructions that
allows children to note a correlation between the meaning of a particular verb
in a constructional pattern and the pattern itself.

They emphasize the importance of token frequency with respect to (i) non-linguistic
categorization and prototype formation and (ii) the identification of the semantic
properties of novel constructions (they provide experimental support for the latter
point, concluding that ‘high token frequency of a single general exemplar does indeed
facilitate the acquisition of constructional meaning’; p. 13). We believe that collostruc-
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tion strength is even more promising than raw frequency with respect to these issues.
Since collostructional analysis goes beyond raw frequencies of occurrence, it identifies
not only the expressions which are frequent in particular constructions’ slots; rather,
it computes the degree of association between the collexeme and the collostruction,
determining what in psychological research has become known as one of the strongest
determinants of prototype formation, namely the cue validity of, in this case, a particular
collexeme for a particular construction. That is, collostructional analysis provides the
analyst with those expressions which are highly characteristic of the construction’s
semantics and which, therefore, are also relevant to the learner.

Future research will have to refine and extend collostructional analysis in several
ways. Extensions include, for example, a method for the analysis of distinctive collocates,
which will enable the researcher to tease apart distributional and/or semantic differences
between semantically similar constructions. Church et al. (1991) introduce a variant
of the t-test as a measure of differences between near synonyms. The general logic of
their procedure can be transferred to collostructional analysis, where it can serve to
identify those collexemes that differentiate most strongly between two constructions.
Gries and Stefanowitsch (in preparation b) develop an appropriate extension of the
methodology presented here applying it to various cases of grammatical alternations and
choices.!® Additionally, a systematic well-founded methodology for the investigations
of intra-constructional correlations of the type mentioned in section 3.2.1 needs to be
developed (see Gries & Stefanowitsch, in preparation a). Finally, collostructional analysis
took the perspective of investigating the elements (e.g. verbs) occurring in particular
slots within a construction. Reversing this perspective would mean to look at one
particular verb to determine in which constructions it occurs significantly frequently.
This would result in a statistically sound version of what Hanks (1996) referred to as a
verb’s behavioural profile.

On the computational level, the identification of important collexemes and, in fact,
of most collocate-based analyses, can be further improved by weighing all collexemes
according to their degree of dispersion in the analyzed corpus (using, say, Carroll’s D).
Consider the following example: the verb process occurs in the imperative 15 times,
yielding a collostructional strength of 8.54E-17 while hang on occurs in the imperative
17 times, yielding a smaller collostructional strength of 3.66E-16. On the basis of col-
lostructional strength, thus, process is more important for a subsequent interpretation.
However, hang on occurs as an imperative within 12 corpus files (i.e., D,=0.36) while
process occurs as an imperative in a single corpus file only (i.e., D,=0). Thus, one might
in fact weigh hang on’s collostructional strength more heavily since the high collostruc-
tional strength of process to the imperative is only due a single author/writer.

To conclude, we believe that collostructional analysis and its potential refinements
open up many rewarding avenues of research in corpus linguistics as well as in syntactic
theory, and we hope to stimulate further research in this area.
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Notes

1

Obviously, there are many differences between Construction Grammar and the other
approaches mentioned in the introduction, and this definition glosses over many of
these: most importantly, Cognitive Grammar does not include the idea of non-compo-
sitionality in its definition of a construction, and Pattern Grammar and ELT approaches
typically require some lexical material to be present in an expression in order to count it
as a lexical/idiom chunk or pattern.

‘We do not invoke the specific distinction here between corpus-driven and corpus-based
studies; corpus-based studies is to be understood in the general sense of the term.

For the moment, we will only consider as repelled items those which do occur, but occur
less frequently than expected, although it would of course also be possible to include
items that should have occurred on statistical grounds, but did not.

The technical terms collostruction and collexeme are obvious blends of the words
construction and lexeme with collocation. Likewise, the term collostruct is derived from
collostruction by analogy to the derivation of collocate from collocation.

All statistics reported in this paper were computed with the current version of the R
package.

Table 3 is an instance where, strictly speaking, the application of the Chi-square test
would have been possible. However, since the collostruction strengths of all lexemes
occurring in the N slot and the [N waiting to happen] construction were ranked accord-
ing to the p-values as explained above, it was necessary to compute them all in the
same way so as to avoid different computational procedures influencing the ranking. A
computatjonally less demanding alternative to the Fisher exact test is Dunning’s (1993)
log-likelihood coefficient LL. Especially with large sample sizes, LL yields very similar
results (for many practical purposes at least).

One might nevertheless object to our ranking the lexemes occurring in the N slot
according to the p-values obtained by the Fisher exact test since this would normally
have to be done using effect sizes (like Chi? for ANOVAS, d for t-tests or 2 for product-
moment correlations; cf., e.g., Rietveld & van Hout, 1993, p. 59). However, the advantage
of the Fisher exact p-value is that in addition to incorporating the size of the effect
observed in any particular cross-tabulation (as, e.g. MI or the odd’s ratio would also do),
it also weighs the effect on the basis of the observed frequencies such that a particular
attraction {or repulsion, for that matter) is considered more noteworthy if it is observed
for a greater number of occurrences of the lexeme in the N slot. For instance, in Table

3 14 of the 35 occurrences of the [N waiting to happen] construction involved accident
(i.e. 40%), yielding the p-value of 2.12E-34 mentioned above. If we had only observed 8
instances of accident in a total of 20 cases of the [N waiting to happen] construction in
the same corpus with the same frequency of accident (i.e. again 40%), the p-value would
accordingly be raised to 3.22E-20, indicating that this hypothetical collostruction is less
noteworthy than the actually observed one. This sensitivity to frequency seems a desir-
able property for a measure of collostruction strength, given that frequency plays an
important role for the degree to which constructions are entrenched and the likelihood
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of the production of lexemes in individual constructions (cf. Goldberg, 1999). Finally,
note that we will not place much emphasis on the question of whether a particular
collostruction strength falls below standard levels of significance such as 0.05 or 0.01
- instead, we will mainly use the p-values as an indicator of relative importance of a
collostruction (following, e.g., earlier work by Pedersen, 1996, Pedersen et al., 2003).

It might be useful to return briefly to the weaknesses of traditional techniques of mere
collocate analysis pointed out above in connection with Table 1 and Table 2 above.
Without belaboring the obvious, note that the inclusion of the false hits horizon,
company and business would distort the accurate results on the basis of manual coding
considerably. Horizon, company and business result in p-values of 0.006, 0.059 and
0.127 respectively; in other words, merely using collocates would promote the false hit
horizon to the fifth most strongly attracted lexeme in the N slot of the construction.

Given the low frequencies involved in this rare construction, no lexemes were found
that are repelled by the construction. However, although it has sometimes been argued
that such instances of repulsion will be fairly infrequent (cf., e.g., Church & Hanks,
1990, p. 24, Church et al., 1991, p. 124), such lexemes are found for several of the
constructions discussed below.

In addition, cause can occur as the matrix verb of a causative construction, as in x
caused y to do z. However, this use is relatively infrequent, and it seems to us that the
claims of a negative semantic prosody do not necessarily apply to it (Stubbs, 1995,
does not list any verbal collocates of cause that could be contributed by this use). We
therefore ignore this use here.

The claim that communication verbs do not occur at all among the repelled collexemes
is clearly too strong a statement. Note the verbs call and agree, which must be regarded
as communication verbs in at least some of their uses (further examples among the
strongly repelled collexemes not listed here include mention, guess, thank, express,
acknowledge, reject, state, conclude, answer, accuse). However, note that all of these are
speech-act verbs (i.e. they convey an illocutionary force). As is well known, speech-act
verbs are a systematic exception to the constraint that prevents non-stative verbs to
occur in the simple present without a habitual reading: they standardly occur in the
simple present in performatives or performative-like utterances. Thus, they often appear
in the simple present where all other non-stative verbs would require the progressive
aspect (cf. Langacker, 1991, pp. 251-252 for discussion). The fact that mental verbs are
particularly prominent among the strongly repelled stative collexemes can be explained
along similar lines (cf. Wierzbicka, 1991, p. 238 who analyses such verbs as quasi-per-
formative).

The strongly associated collexemes in Table 12 are based on a concordance of impera-
tives in the ICE-GB excluding hortative cases such as Let’s stop it for the moment (ICE
sla-001 050). However, the results do not change substantially even if such hortative
cases are included in the analysis.

In this connection note that the verb used most frequently in the literature to exemplify
the imperative, pass, is only ranked 187th by the collostructional analysis.

Consider as a brief example the so-called ‘dative alternation”
(i a. Mary gave John a book. ditransitive (cf. above section 3.2.2)

b. Mary gave a book to John.  prepositional dative
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The results of our distinctive-collostruct analysis demonstrate that there are a variety
of distinctive collexemes, i.e. collexemes that significantly distinguish between the
constructions by significantly preferring one construction over the other. Consider (ii)
and (iii) for just a few collexemes that are most clearly distinctive for the ditransitive
and the prepositional dative respectively.

(ii) give >>> tell >>> show >> offer > allow > cost >> teach >> buy, wish > earn > ask
(iii) put > bring > add > attach >> play > say >> limit > take >commit, confine

Note that, the collexemes distinctive for the ditransitive comprise several verbs of
directed communication (e.g. tell, offer, teach, ask) whereas no such communication
verb is distinctive for the prepositional dative. Also, while the distinctive collexemes of
the ditransitive instantiate most of the constructional extensions listed above in Table 9,
those of the prepositional dative comprise several verbs of causedmotion (e.g. put, bring,
attach, take); this finding lends some support to the Construction Grammar analysis
according to which the prepositional dative is analyzed as an instance of the caused-
motion construction on independent grounds (see Gries & Stefanowitsch, in prepara-
tion b, for more detailed discussion).
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5 Conceptual integration and metaphor: an

event-related potential study

Seana Coulson and Cyma van Petten

Studied for centuries by rhetoricians, metaphor is considered the paradigmatic exam-
ple of the trope — that is, a word used in its figurative sense (Aristotle, trans. 1952;
Quintillian, trans. 1921). Itself somewhat metaphoric, trope is the Greek word for
twist, or turn. Nonliteral language has traditionally been viewed as a deviation from
normal language use and one that takes extra effort to understand. The standard
pragmatic model (Grice, 1975; Searle, 1979) stipulates that (1) metaphors are ‘special
and consequently are processed with qualitatively different mechanisms than those
for literal language, and (2) the computation of literal meaning precedes that of
metaphoric meaning.

Cognitive linguists have attacked the specialness assumption by noting that
metaphor is pervasive in everyday language and that it plays a pivotal role in historical
language change (Lakoff & Johnson, 1980; Sweetser, 1990; Turner, 1991). Given sys-
tematic relationships between literal and metaphoric uses of the same words, Lakoff
(1993) has suggested that metaphors reflect the output of a cognitive process by which
we understand a target domain by exploiting cognitive models from an analogically
related source domain. In conceptual metaphor theory, clusters of related expressions
(e.g., fuming, boiling, blowing one’s top) are the manifestation of underlying conceptual
metaphors (e.g., anger is fluid in a heated container). Lakoff has further argued that
‘the system of conventional conceptual metaphor is mostly unconscious, automatic,
and is used with no noticeable effort, just like our linguistic system and the rest of our
conceptual system’ (pp. 227-228).

A variety of reaction time measures have indicated that metaphor interpretation
is neither slow nor optional, casting doubt on the second tenet of the standard model.
When the metaphoric interpretation of a sentence has adequate contextual support,
metaphors are read no more slowly than literal language (Gibbs, Bogdanovich, Sykes, &
Barr, 1997; Inhoff, Lima, & Carroll, 1984; Ortony, Schallert, Reynolds, & Antos, 1978).
Futhermore, readers take longer to reject statements that are literally false but metaphori-
cally true than to reject nonmetaphoric false statements (Gildea & Glucksberg, 1983;
Glucksberg, Gildea, & Bookin, 1982; Keysar, 1989). This finding suggests that literal
and metaphoric meanings become available simultaneously, thus producing response
competition. Also, Blasko and Connine (1993) showed that following metaphors rated
as apt (viz. readily interpretable), lexical decisions for target words related to figurative
meanings were made just as fast as those for targets related to literal meanings. For
example, after a phrase like hard work is a ladder, advance and rungs both received
faster responses than did pastry. Because the target words were presented immediately
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after the offset of the last word of a spoken metaphor, these authors concluded that the
figurative meaning was rapidly available.

In contrast to the standard model, current processing models of metaphor com-
prehension all assume that literal and nonliteral language comprehension invoke the
same mechanisms (Gibbs, 1994; Glucksberg, McGlone, & Manfredi, 1997; Wolff &
Gentner, 2000). These mechanisms include one’s noting the potential correspondence
between semantic attributes or relational structure associated with the source and target
domains (alignment) and a selective projection of properties from one to the other
(Shen, 1999). Most models also assume that metaphor comprehension involves the
selection of some attributes at the expense of others, a process previously described as
necessary for the interpretation of both ambiguous and unambiguous literal words in
context (Tabossi, 1991). Similarly, Gernsbacher and Robertson (1999) have suggested
that metaphor comprehension necessitates suppression of irrelevant semantic attributes,
but that the same general mechanism is invoked during the interpretation of anaphors,
lexical ambiguities, and syntactically ambiguous phrases. In contrast to Lakoff’s (1993)
claim that metaphor processing is effortless, current processing models suggest that,
ceteris paribus, metaphoric language places heavier demands on the mechanisms of
alignment, selective projection, and inference than does literal language. For instance,
Blasko (1999) writes, ‘If metaphor involves creating a bridge between dissimilar semantic
domains and filtering out or suppressing unimportant characteristics while selecting
relevant ones, then it should require considerable working memory capacity for both
access and mapping processes’ (p. 1679).

Surprisingly, data supporting the prediction that comprehension of metaphoric
language should involve some extra effort is largely absent from psycholinguistic
research. As is noted above, most studies suggest that when metaphors are preceded
by sufficient context to be interpretable, literal and metaphoric language are processed
in the same amount of time. However, equivalent processing times need not imply
equivalent effort. By analogy, it may take the same amount of time to lift a 5- and a
20-pound weight, but the latter recruits more resources. The failure to demonstrate
longer processing times for metaphoric language might also reflect a mismatch
between the power of the dependent measures and the subtlety of the processing
differences between literal and nonliteral language. In many studies, reading times
for entire sentences or large sentence fragments have been found, so minor slowing
on critical words might have gone undetected (e.g., Gibbs, 1990; Gibbs et al., 1997;
Glucksberg et al., 1997; see a similar critique by Blasko, 1999). Frisson and Pickering
(2001) have noted that word frequency, plausibility, and cloze probability have not
always been adequately controlled in studies in which reading times for literal and
figurative language are compared.

We suggest that the continuity claim (that literal and nonliteral language process-
ing occur in the same time course and involve the same processing mechanisms)
common to modern accounts of metaphor processing, is very different from the
equivalence claim (that metaphoric language is no more difficult to comprehend
than literal language). If the same operations are involved in literal and nonliteral
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language comprehension (the continuity claim), principles governing the difficulty
of metaphor comprehension ought also to apply to literal language. The goals of
the present study were (1) to determine whether metaphors are more difficult to
understand than literal sentences by investigating processing difficulty independ-
ent of reaction time, and (2) to evaluate the continuity of literal and metaphoric
language by including a condition hypothesized to be midway between the overtly
metaphorical and the clearly literal. Dubbed literal mappings, these instances of
literal language impose similar, but lighter, demands on processes of mapping,
selective projection, and conceptual integration as metaphor. Below, we explain
the construction of this intermediate condition and explain why we used electrical
brain activity as a dependent measure.

1 Conceptual blending and literal mappings

Our selection of a condition midway between metaphoric and literal language was
inspired by a general theory of conceptual integration known as conceptual blending
(Fauconnier & Turner, 1998). As it pertains to metaphor interpretation, conceptual
blending theory suggests that a subset of the attributes and relational structure from
the source and target domains are imported into a blended space where they can be
combined and supplemented with information from background knowledge (Coulson,
1996, 2000). These hybrid models, or blends, are useful in explaining discrepancies
between the way that shared representations function in the source and target domains,
as well as emergent properties evoked by metaphoric expressions (Tourangeau & Rips,
1991). For example, blending theory explains why it is insulting to call a surgeon a
butcher, even though meat cutters are not customarily considered incompetent. Grady,
Oalkley, and Coulson (1999) suggest that the incompetence inference arises from the
composition of the butcher’s techniques and instruments with the surgeon’s goals in the
blend. In the blend, the hybrid surgeon-butcher performs surgery on a human in the
same manner a butcher might operate on a cow carcass. This unpleasant juxtaposition
is the origin for the abstract notion of a butcher as someone who uses coarse methods
for a job that requires finesse.

Blending theory suggests that metaphor taxes the comprehension system for two
reasons: First, it involves the establishment of mappings between elements in distantly
related domains, and second, it often requires the activation of background knowledge
for information from the two domains to be integrated. However, neither of these opera-
tions is unique to metaphor comprehension. Conceptual blending theory suggests that
all language comprehension involves the construction of multiple cognitive models and
the establishment of mappings between their components. For example, in the literal
use of gem in (1), the reader must establish a mapping between the stone we saw in the
natural history museum and a gem, on the basis of category membership.

(1) That stone we saw in the natural history museum is a gem,
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Comprehension of the grammatically cued mapping in this literal sentence can be
achieved with fairly minimal retrieval and comparison of conceptual structure associated
with the two objects in question.

In contrast, the metaphoric use of gem in (2) appeals to particular abstract and
relational aspects of the reader’s concept of gems.

(2) After giving it some thought, | realized the new idea was a gem.

In (2), the speaker’s idea is mapped analogically onto the concept of a gem. Only some
of a gem’s typical qualities are imported into the new blended space in which jewels
and thoughts overlap, and these qualities are related to a real gem’s properties only
analogically. Although clarity in a gem refers to the unimpeded passage of light, clarity
in an idea refers to the unimpeded passage of knowledge. Similarly, both gems and
ideas can be beautiful, but standards of attractiveness are qualitatively different. In the
blending model, such mappings are made possible because of the incorporation of
background knowledge, which sometimes includes underlying conceptual metaphors.
In the corresponding literal-mapping condition in (3) the use of gem is fully literal but
involves fairly extensive mapping between the pebble in the tin ring and the gem in a
more prototypical ring. )

(3) Thering was made of tin, with a pebble instead of a gem.

Some common properties of pebbles and gems — shape, size, and hardness - allow
them to fill the same slots in the relational structure of a ring. Successful mapping
involves one’s understanding that a pebble can top a toy ring, just as a gem can top a
piece of fine jewelry, while discounting noncorresponding properties of pebbles and
gems that are irrelevant (expense, rarity, brightness, etc.). We suggest that such cases
are intermediate between fully literal and clearly metaphoric uses. Like other literal
uses, literal mappings appeal to the literal meaning of the term and invoke concrete
attributes of the relevant concepts. But like metaphors, their comprehension requires
the apprehension of mappings between two cognitive models. Our literal mapping
sentences include contexts in which one thing is substituted for another, mistaken for
another, or used to represent another in childs play, drama, or deception (see additional
examples in Table 1). Disparate though these examples may be, they all require the
reader to recognize the similarities and differences between two cognitive models as
in true metaphors like (2). When one uses a chair instead of a ladder, for example, it is
important to understand that one can stand on a chair (as well as sit in it) and that it is
possible to reach elevated heights when standing on a chair, just as it is with a ladder.
When a boy in a sheet represents a ghost, it is important to understand that he shares
some attributes of a ghost (e.g., being white), as well as some relations (he scares other
children participating in the game). Our prediction is that comprehension of these
literal mappings, like the comprehension of metaphors, will mandate an evaluation of
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the correspondence between two cognitive models and the selection and alignment of

some shared attributes and relations.

Table 1 Examples of the experimental sentences

Literak: He knows that whiskey is a strong intoxicant,

Literal mapping:  He has used cough syrup as an intoxicant.

Metaphor: He knows that power is a strong intoxicant.

Literal: The carnival featured an orangutan, a sword swallower, and even a cannibal.
Literal mapping:  He wondered why the African tribesman was portrayed as a cannibal.
Metaphor: She was sexy, but hed heard she was a real cannibal.

Literal: The secret ingredient in her stew is cayenne.

Literal mapping:  The chef apparently uses salt instead of cayenne.

Metaphor: My crazy uncle says jokes are conversation’s cayenne.

Literal: They had a few chickens in the yard, and in the barn was a goat.

Literal mapping:  On our last trip into the mountains, Dad thought a bighorn sheep was a goat.
Metaphor: Someone had to take the fall, and unfortunately your husband was the goat.
Literal: Turns out, it wasn't any rare species of insect, just a flea.

Literal mapping:  Some subjects got the disease from a mosquito instead of a flea.

Metaphor: . The independent prosecutor thought he was a bulldog, but he was really more of a flea.
Literal: They just announced that the governor was charged with grand larceny.

Literal mapping: ~ What I thought was petty theft, the judge thought was grand larceny.
Metaphor: I knew she was out to steal his heart, but that kiss was grand larceny.

Literal: The UN. committee found evidence of widespread malnutrition.

Literal mapping:  He mistook their crowds stylish look for malnutrition.

Metaphor: He complained that prison life was spiritual malnutrition.

Literal: He knew hed have to work all night, so the last thing he needed was a headache.
Literal mapping:  The doctor diagnosed his tumor as a headache.

Metaphor: The actor says interviews are always a headache.

Literal: The conductor had no idea the train had been boarded by a known villain.
Literal mapping:  In the best part of the movie, the hero has to impersonate the villain.

Metaphor: Many people in the agency now believe that plastics are an environmental villain.
Literal: I read that one of Canada’s major exports is maple syrup.

Literal mapping:  In the movie Psycho, the blood was really cherry syrup.

Metaphor: He didn't understand the words, but her voice was sweet syrup.

Thus, in the present study, we used triplets of sentences hypothesized to fall on a gra-
dient of processing difficulty, from literal statements of class inclusion as in (1), to
literal mappings as in (3), to the fully metaphoric uses as in (2). We note, however,
that although blending theory provides a ready definition of literal mappings as falling
midway between literal and metaphoric language, it is quite possible that other models
of metaphor comprehension would provide convergent definitions.
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2 Event-related brain potentials

The second relatively innovative aspect of the present study is that we recorded event-
related brain potentials (ERPs), a record of synaptic potentials that are synchronized to
stimulus presentation (see Rugg & Coles, 1995, for a review). Quantitative differences
in neurophysiological processes are indexed by ERPs that have the same polarity, wave-
shape, and scalp distribution, but differ in amplitude or latency. Qualitative differences
are indexed by ERPs that differ in polarity, waveshape, and scalp distribution. Although
both total reading and lexical decision times have suggested that times to comprehend
metaphoric and literal statements do not differ, measurement of ongoing brain activity
might either indicate more effortful comprehension or detect a qualitative difference
in metaphoric and literal comprehension mechanisms.

A second general motivation for using a neurophysiological measure is that neu-
ropsychology provides the one bit of evidence that has not been well accommodated by
the continuity claim assumed in most contemporary models of metaphor comprehen-
sion. In contrast to the aphasias associated with left hemisphere damage, more subtle
communicative deficits are observed after right hemisphere strokes, one of which has
been characterized as difficulty understanding nonliteral language (Brownell, Potter,
& Michelow, 1984; Brownell, Simpson, Bihrle, & Potter, 1990; Winner & Gardner,
1977). If indeed right hemisphere damage can selectively impair the comprehension
of nonliteral language, this bolsters the standard model’s claim that figurative language
requires qualitatively different processing mechanisms than does ‘normal’ language.
Because laterally asymmetric ERPs are'commonly observed in both perceptual and
psycholinguistic studies (see King, Ganis, & Kutas, 1998, for a review), ERPs might
provide a good measure of the differential contribution of the two cerebral hemispheres
to processing metaphoric language.

In the present study, one ERP component of particular interest is the N400 (N
for its negative polarity, and 400 for its peak latency at 400 msec after the onset of the-
stimulus). All words elicit N400, and the amplitude of this component indexes the
ease or difficulty of semantic integration in literal sentences (see Brown & Hagoort,
1994; Kutas, Federmeier, Coulson, King, & Muente, 2000; Kutas & Van Petten, 1994,
for reviews). For sentence-final words, N400 amplitude is inversely related to cloze
probability, an off-line measure of semantic constraint (Kutas & Hillyard, 1984). For
sentence-intermediate words, N400 is large at the beginning of a sentence, particularly
for low-frequency words, but declines with increasing semantic constraints as a sentence
proceeds (Van Petten, 1995). Our a priori prediction was that the N400 component of
the ERP would show graded amplitudes across the literal, literal mapping, and metaphor
conditions, reflecting a concomitant gradient of processing difhiculty.

The present design provides a partial replication and extension of a study by Pynte,
Besson, Robichon, and Poli (1996). Those investigators compared ERPs elicited by final
words of familiar French metaphors like Those fighters are lions, unfamiliar metaphors
like Those apprentices are lions, and literal statements of class inclusion like Those ani-
mals are lions. Although the same set of words was used and they were matched on
cloze probability, familiar metaphoric endings elicited larger N400s than did literal
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endings, and unfamiliar metaphors elicited larger N400s than did familiar metaphors,
However, no behavioral data were collected for the unfamiliar metaphors, and it is
possible that some of these were not correctly interpreted by the participants, but read
as literal incongruities. Because the present study was conducted in order to compare
the processing difficulty of literal, literal mapping, and metaphoric sentences, a critical
aspect of experimental design was to ensure that all three sentence types were equally
interpretable. Three steps were taken to ensure that none of the stimuli were perceived
as semantically anomalous and that they were indeed interpreted correctly. First, the
metaphors were embedded in sentences that supplied some context (as opposed to the
simple some xs are ys format sometimes used in metaphor research). Second, the three
sentence types were subjected to a cloze procedure in which the participants predicted
the final words on the basis of the sentence frames. The final stimulus set was selected
so that the same final words were offered equally often as completions of literal, literal
mapping, and metaphoric sentences by a normative group. Third, each sentence in the
experiment was followed by a comprehension question, and only those accompanied
by correct answers were included in the data set. If processing difficulty is related to the
difficulty of mapping and integration, we should observe a gradient of N400 amplitude
that reflects the hypothesized mapping and integration difficulty in literal, literal map-
ping, and metaphoric uses of the same set of words. However, the continuity thesis
would be falsified if metaphors elicited ERPs with a different scalp distribution, such
as being differently lateralized than ERPs in the literal conditions.

3 Method
3.1 Participants

Eighteen native English speakers (14 men, 4 women) were paid for their participation.
Their average age was 26 years (range 21-34). Five were left-handed, and 5 were right-
handers who reported familial sinistrality. All had normal visual acuity; none had any
reported history of neurological or psychiatric disorders. The participants were given
the reading span test of working memory (Daneman & Carpenter, 1980), and the
Peabody Picture Vocabulary Test (PPVT-R; Dunn & Dunn, 1981). Data were collected
from 3 additional participants, but not analyzed: 2 participants displayed excessive eye
movement artifacts, and 1 had test scores that suggested a learning disability (77 on
PPVT-R and 1.5 on the reading span test, as compared with means of 119 [SD = 9.7]
and 3.5 [SD = 0.93] for the rest of the participants).

3.2 Materials

The experimental materials included 165 triplets like those in Examples 1- 3 above,
in which the same word was used literally, metaphorically, or in the literal mapping
condition. More triplets are shown in Table 1. Prospective sentence frames were given
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to at least 80 people from the University of Arizona community in a cloze task. Mean
cloze probabilities were equal (3%; range 0% ~ 88%) across the three conditions, as were
sentence lengths (12 words; range 5-19). The triplets were divided into three lists, each
consisting of 55 literals, 55 literal mappings, and 55 metaphors, so that while a given
participant saw each critical (sentence-final) word in only one of its three possible
sentence frames, each word occurred in every condition across participants.

Table 2 Sample sentences and their comprehension questions

Amidst all the trappings of success, his wife was his anchor.

His wife held him back and kept him from enjoying life. (True/False)
Once suffused with hope, the priest had become a broken vessel.

The priest had lost some of his youthful idealism. (True/False)

Tony knew hedd blown it when he mistook his boss’s wife for his mistress.
Tony got confused between his own wife and his mistress. (True/False)
He pretended the soup was a narcotic.

He wanted to believe the soup would calm him down and make him feel better. (True/False)
The secret ingredient in her stew is cayenne.

It’s the spices that make her stew special. (True/False)

She’ tired of his continual grumbling.

She doesn’t mind his constant complaining. (True/False)

3.3 Procedure

The sentences were presented one word at a time, for a duration of 200 msec each. The
interword interval was length dependent: 100 msec plus an additional 37 msec for
each character in the word. Sentence-final words were presented for 200 msec, with a
2,600msec period before the onset of the true/false question. Table 2 includes examples
of the comprehension questions. In contrast with the word-by-word presentation of
experimental stimuli, comprehension questions were presented in their entirety for
free reading. The questions were displayed for 6 sec, and the participants responded
true or false via a buttonpress (response hands were counterbalanced across subjects).
Accuracy on these questions was encouraged over speed. After each question, there
were 2 sec of blank screen before the beginning of the next trial.
After the presentation of experimental stimuli, the participants were asked to perform
a pencil-and-paper task of rating each sentence for its metaphoricity. The scale ranged from
1to 5, where 1 was very literal, 2 was somewhat literal, 3 was not sure, 4 was somewhat meta-
-phoric, and 5 was very metaphoric . Mean ratings for literal, literal mapping, and metaphor
stimuli were 1.4, 1.9, and 4.4, respectively. The metaphor stimuli were thus rated as more
metaphoric than were literals [F(1,17) = 612.0, p < .0001] and literal mappings [F(1,17)
=451.7, p < .0001]. Literal mappings were rated as more metaphoric than were literals
[F(1,17) = 38.9, p < .001]. The low metaphoricity rating of the literal mappings indicates
that they were largely interpreted as literal statements, although they were less likely to be
rated as very literal than were the literals (55% vs. 74% of items, respectively).
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3.4 Electrophysiological recording

The electroencephalogram (EEG) was recorded with tin electrodes mounted in a com-
mercially available elastic cap. Midline frontal (Fz), central (Cz), and parietal (Pz)
recording sites were used, along with lateral pairs of electrodes over parietal (P3 and
P4) and occipital (O1 and O2) scalp as defined by the 10 -20 system (Jasper, 1958).
Three lateral pairs were also used: (1) a frontal pair placed midway between F7- 8
and T3- 4 (approximately over Broca’s area and its right hemisphere homologue, BL
and BR, respectively), (2) a temporal pair placed 33% lateral to Cz (TL and TR), (3)
a temporoparietal pair placed 30% of the interaural distance lateral and 12.5% of the
nasion- inion distance posterior to Cz (approximately over Wernicke’s area and its right
hemisphere homologue, WL and WR, respectively). Each scalp site was referred to the
left mastoid on line and later re-referenced to an average of the left and right mastoid
sites. The electrodes were also placed under the right eye and at the outer canthi to moni-
tor blinks and eye movements. The EEG was amplified by a Grass Model 12 polygraph
with half-amplitude cutoffs of 0.01 and 30 Hz, digitized on line with a sampling rate of
170 Hz and stored on disk for subsequent averaging. Trials with eye movement, muscle,
or amplifier blocking artifacts were rejected off line prior to averaging. This resulted
in the rejection of an average of 26% of all trials. ERPs were timelocked to the onset of
sentence-final words in each of the three conditions. :

4 Results
4.1 Comprehension

All participants responded correctly to at least 84% of the comprehension questions, with
amean of 91% correct (SD = 4%). A repeated measures analysis of variance (ANOVA)
with the factors metaphoricity (three levels) and participants (18) revealed no difference
in performance on questions following literal, literal mapping, and metaphoric stimuli (F
< 1). Sentences followed by incorrect answers were not included in the analyses below.

4.2 Event-related potentials
Figure 1 displays the ERPs elicited by sentence-final words in each of the three conditions.

As in other paradigms using visual words, the ERPs were characterized by an N100 at
frontal and central scalp sites, a P100 and N180 at occipital sites, and a broadly distributed

P2 component. These were followed by an N400 visible at all scalp sites, followed by a -

late positivity largest at parietal sites. Metaphors elicited larger N400s than did literal
sentences, with literal mappings falling between metaphors and literals. Metaphors
elicited a larger late positivity than did the other two conditions at posterior (parietal
and occipital) scalp sites. At frontal scalp sites (Fz, Bl, Br), the literal mapping condition
elicited the largest late positivity. In many previous studies in which sentence stimuli have
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been used, N400 effects are longer in duration than those observed here, often spanning
a latency window of 300-700 msec (e.g., Van Petten, 1993). In the present study, visual
inspection of the data (and the statistical analyses below) suggest that at least two distinct
components of the ERP were modulated by sentence type and that the N400 and a late
positivity (or positivities) overlapped in time. We consider the 300-500-msec latency
window to provide a relatively pure measure of :N400 amplitude and the later windows
to reflect primarily the late positivities. In contrast, the 500 to 700-msec latency range is
likely to be the time region with maximal overlap between the earlier N400 and the later
positivities, providing no clear measure of either. Indeed, analysis of the 500 to 700-msec
time window yielded no significant main effect of sentence condition. Consequently, the
data were quantified by measuring mean voltages in two time windows: the first in the
peak latency range of the N400 (300 to 500 msec after sentence-final word onset) and a
second window of 700-1,100 msec that spans the post N400 positivity.
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Figure 1 Grand average event-related brain potentials elicited by the sentence-final words, at
the lateral scalp sites.

N400. An initial ANOVA of the 300- to 500-msec latency range, with sentence (meta-
phors vs. literal mappings vs. literals) and scalp site (13 levels) as factors yielded a main
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effect of sentence [F(2,34) = 3.90, p < .05, e = .95].! Simple pairwise comparisons showed
that the metaphors elicited significantly larger N400s than did the literal statements
[F(1,17) = 6.86, p < .02]. The literal mapping condition did not differ significantly from
either the metaphors [F(1,17) = 2.03] or the literal sentences [F(1,17) = 2.18]. This pat-
tern of results is not surprising, since the literal mapping sentences were designed to be
abridge between metaphorical and literal sentences. An ANOVA with orthogonal trend
analysis was used to assess whether N400 amplitudes followed a gradient across the
three conditions. In this analysis, the literal, literal mapping, and metaphor conditions
were specified as three ordered points (literal = 1, literal mapping = 2, metaphor = 3),
rather than as simply three different points as in the standard ANOVA. The gradient
of metaphoricity ratings yielded a significant linear effect on N400 amplitude [Flinear
(1,17) = 6.86, p < .02]. The quadratic trend component was not significant (F < 1).
The trend analysis thus indicates that the gradient of N400 amplitude across the three
conditions was robust, although the differences between literal mapping and literal,
and between literal mapping and metaphor were small ones. The linear trend across
the three sentence types accounted for more than 98% of the total variance due to
sentence type. In contrast, 2 linear trend analysis that stipulated that the literal and literal

-mapping conditions occupy the same position on a metaphoricity gradient (points 1, 1,

and 3 for literal, literal mapping, and metaphor, respectively) accounted for much less
of the total variance due to sentence type (i.e., only 40%). These analyses indicate that
treating the three conditions as a graded continuum provides a better account of the
data? than does a theory that stipulates a binary cut dividing the two literal conditions
from the metaphor condition.

Although the analyses above revealed no interactions between sentence type and
scalp site, the spatial distributions of the condition differences were examined in more
detail via analyses of the five pairs of lateral scalp sites, taking metaphoricity (3 levels),
anterior to posterior iocation (AP, 5 levels), and laterality (left vs. right) as factors. This
ANOVA yielded a main effect of sentence condition [F(2,34) = 447, p < .05, e = .94],
but no significant interaction between sentence condition and AP [F(8,136) = 2.09] and
no significant interactions involving hemisphere (F < 1).

Late positivities. In contrast to the spatially widespread gradient of N400 amplitude,
Figure 1 shows that the late positive difference across conditions had a more restricted
scalp distribution: Literal mappings elicited a larger positivity than did the other two
conditjons at frontal sites, whereas metaphors elicited a larger positivity than did the
other two conditions at parietal, parietotemporal, and occipital sites. Differences among
the sentence types in frontal and posterior positivities are also shown in Figure 2. An
initial analysis of the 700- to 1,100-msec time window with sentence type (3 levels)
and scalp site (13 levels) as factors yielded only an interaction of sentence type ¥ site
[F(24,408) = 10.4, p < .001, e = .40], unaccompanied by a main effect of sentence type.
A follow-up analysis of the lateral electrode pairs showed that the interaction between
condition and site was driven by sentence differences between the front and back of
the head, rather than lateralized differences [sentence y anterior/posterior, F(8,136) =
16.8, p < .001, e = .45; sentence X hemisphere, F(2,34) = 1.48].
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Figure 2 Grand average event-related brain potentials elicited by the sentence-final words,
from sites below the left eye, frontal midline (Fz), and parietal midline (Pz).

Significant interactions between sentence type and scalp site afford two general sorts of
interpretations. On the one hand, such interactions might reflect an amplitude modula-
tion of an ERP component that is present in all experimental conditions and that is
always larger at some scalp sites than at others. For instance, doubling the strength of
a single hypothetical cortical ‘source’ will similarly produce multiplicative changes in
amplitude across scalp locations — numerically large changes at sites with large initial
amplitudes and smaller changes at sites with small initial amplitudes. Because the
ANOVA uses an additive rather than a multiplicative model, such changes in ampli-
tude might yield condition ¥ site interactions, although the spatial distribution of the
component is identical across conditions (McCarthy & Wood, 1985). On the other
hand, true changes in scalp distribution across conditions might also be indexed by
condition Y site interactions, and it is of some interest to detect such changes because
they reflect the activity of different populations of neurons across conditions. In order
to discriminate between these two interpretations, we used a normalization procedure
that eliminates overall amplitude differences between conditions (McCarthy & Wood,
1985). After normalization, significant condition x site interactions would indicate
genuine differences in the scalp distribution of ERPs elicited by different conditions.
Pairwise comparison of normalized measures from the literal and metaphor condi-
tions yielded no such significant interaction [sentence x anterior/posterior, F(4,68) =
2.03]. This result suggests that the posterior positivity elicited by metaphors is merely
an amplitude enhancement of the posterior positive component present for all three
sentence types.
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In contrast, comparisons of the literal mapping condition and each of the other two
sentence types did yield significant interactions between sentence type and the anterior/
posterior factor after normalization [literal mapping vs. literal, F(4,68) = 6.10, p < .01, e
= .46; literal mapping vs. metaphor, F(4,68) = 16.9, p < .001, ¢ = .44]. The latter results
indicate that the large frontal positivity was distinctive of the literal mapping condition.
Figure 1 suggests that the frontal positivity was slightly larger over the right than the left,
reflected in a three-way interaction of the factors of sentence type, anterior/posterior, and
hemisphere in the comparison of literal mapping with literal sentences [F(4,68) = 3.24,
p < .05, e = 58], although not in the comparison of literal mappings with metaphors.

Figure 2 suggests that the posterior positivity was not only largest for metaphors,
but also of slightly longer latency. Across the posterior sites (Pz, P3, P4, W1, Wr, Ol,
02), the positive component reached peak amplitude at 804 msec (SE = 9) for literal
sentences, 819 msec (SE = 10) for literal mappings, and 845 msec (SE = 10) for metaphors
[F(2,34) = 3.41, p < .05, e = .95]. Pairwise comparisons showed that the latency shift
between literal and metaphor sentences was significant [F(1,17) = 5.62, p < .05], whereas
the literal mapping condition did not differ significantly from either of the other two
conditions (much like the results for the N400 amplitude described above). An ANOVA
with orthogonal trend analysis showed that the gradient of peak latency across the three
sentence conditions was linear with respect to the mean metaphoricity ratings offered
by the participants [Fi;pear (1,17) = 4.73, p < .05]. '

5 Discussion

The results confirmed our central prediction of graded N400 amplitude across sen-
tence-final words used literally, metaphorically, and in the intermediate literal mapping
condition. Because N400 amplitude has generally been correlated with factors suspected
to increase semantic processing difficulty (i.e., weak or absent semantic context, presence
of low-frequency words), we interpret this finding as indicating a gradient of difficulty
in sentence comprehension across the three conditions. The N400 amplitude difference
between literal and metaphoric sentences replicates that reported by Pynte et al. (1996).
As in that study, the N400 difference between literals and metaphors observed here was
rather small. The absolute magnitude of the literal/metaphor difference is most compa-
rable with that previously observed in comparisons of sentence-final words with a cloze
probability discrepancy of some 20%, or between high- and low-frequency words in the
absence of semantic context (Kutas & Hillyard, 1984; Van Petten, 1993). But given that
the literal/metaphor difference cannot be attributed to either cloze probability or word
frequency, we conclude that it was more difficult for readers to process the metaphors.
Also, as in Pynte et al’s (1996) study, the N400 elicited by metaphoric and literal words
was not differentially lateralized, despite reports that right hemisphere damage specifi-
cally impairs the comprehension of nonliteral language (Brownell et al., 1990).

The novel finding here was the identification of a sentence type that behaved midway
between frankly metaphorical and transparently literal. The gradient of N400 amplitude
is consistent with the continuity claim that literal and metaphoric language share some

_processing mechanisms, but inconsistent with the equivalence claim that comprehen-
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sion of metaphoric language is no more effortful than literal language.* These findings,
then, raise the question of the nature of the processing difficulty. Namely, what made
both the metaphoric and literal mapping sentences more ‘difficult’ so that they yielded
enhanced N400s? One prominent psycholinguistic model of metaphor comprehen-
sion — Glucksberg’s property attribution model - has little to say on this point. In that
model, metaphors are read as statements of class inclusion, so that the shark in My
lawyer is a shark, refers to a class of predatory creatures that also includes the speaker’s
lawyer. The source domain in this model is an abstract superordinate category that
has not yet been lexicalized (e.g., things that are vicious and aggressive), and successful
metaphor comprehension consists of attributing the properties of this category to the
target term (Glucksberg, 1998; Glucksberg & Keysar, 1990). The sentences in all three of
the conditions used here can be read as class inclusion statements of the sort described
by Glucksberg. Even for the literal sentences, the ‘source’ terms were rarely lexicalized
categories (e.g., furniture or animals), but were more often complex propositions such
as a major export of Canada or the last thing one needs when working all night (see Table
i). By itseif, a definition of metaphor as a class inclusion statement does not explain
the gradation of difficulty indexed by the graded amplitude of the N400 across literal,
literal mapping, and metaphoric sentences.

As noted above, blending theory suggests that metaphor taxes the comprehension
system because it involves (1) the establishment of mappings between elements in
distantly related domains, and (2) the retrieval of information from memory to integrate
these elements. Consequently, we attribute the enhanced N400 in both the literal map-
ping and metaphor conditions to the fact that they both include an invitation to discover
the similarity between two entities and that the similarity is only partial. We suggest
that initial semantic conflicts between source and target domains are responsible for
the larger N400s in both the metaphor and literal mapping conditions. The differential
N400 across conditions might thus arise during an early stage of comparison between

source and target terms that might correspond to alignment in Gentner and colleagues’

model or to mapping in conceptual blending theory (Coulson, 2000; Gentner & Wolff,
1997; Wolff & Gentner, 2000). In addition to larger N400s, metaphors also elicited a
larger and later positivity at posterior scalp sites than did either literal or literal mapping
sentences, which did not differ from each other.* Although the latency of this positive
peak was a graded function of figurativity (shortest for literals, longest for metaphors,
with literal mappings falling in between), the amplitude of this positive peak was specifi-
cally sensitive to metaphors. This finding is consistent with the continuity claim, since
the literal condition elicited a positivity with the same distribution across the scalp, only
smaller in amplitude and earlier in peak latency.

Moreover, literal sentence-final words have occasionally been observed to elicit a
positive peak after the N400 in previous ERP studies. Little has been written about the
psychological factors affecting this sentence-ending positivity, although its intermittent
presence suggests that it is dissociable from the N400 and reflects different cognitive
operations.

In published studies, the only factor that has reliably influenced the amplitude
of the sentence-ending positivity is word frequency. With weak semantic support,
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low-frequency words simply elicit larger N400s than do high-frequency words (Van
Petten, 1993). But when they serve as semantically predictable sentence completions,
low-frequency words elicit a larger posterior positivity than do highfrequency words.
Van Petten, Kutas, Kluender, Mitchiner, and Mclsaac (1991) have suggested that the
word-frequency effect for the sentence-ending positivity reflects a difference in the
lexical semantics of high- and low-frequency words, specifically that the more detailed
and precise meanings of low-frequency words (Zipf, 1945) mandate more extensive
retrieval of information from semantic memory in the course of arriving at a sentence-
level interpretation.

The sensitivity of the posterior positivity to word frequency suggests a possible
interpretation for the positivity observed here for metaphoric sentence completions.
Although the metaphoric and literal endings were identical in orthographic form,
their comprehension required retrieval of different aspects of conceptual structure.
Given that the metaphors were relatively novel, the relevant concepts were unlikely
to have been strongly associated with the orthographic form of the word, but instead
required the recovery and integration of additional material from semantic memory,®
including conceptual metaphors of the sort described by Lakoff (1993). A search for
such information might be triggered by the initial semantic mismatches indexed by the
N400; successful retrieval of the relevant conceptual metaphor (indexed by the posterior
positivity) would then provide the necessary bridge between the distantly related source
and target terms and allow the appropriate blended concepts to be constructed.

Notes

1 Huyhn-Feldt correction for nonsphericity of variance. For all F values with more than
one degree of freedom in the numerator, we report the original degrees of freedom, the
corrected probability level, and the epsilon correction factor.

2 The mean metaphoricity ratings offered by the participants (1.4 for literals, 1.9 for
literal mappings, and 4.4 for metaphors) were also used to specify the ordering of the
three conditions in a trend analysis. This analysis also yielded a significant linear trend
[Fiinear(1,17) = 7.31, p < .02], although it did not capture as much of the total variance
due to sentence type (79%) as did the simple 1-2--3 spacing reported in the text.

3 Note, however, that we did not observe the right—greate}-than-left asymmetry typically
associated with the N400. We attribute the symmetric topography of these ERPs to the
fact that our participants included 5 people with familial sinistrality, a group known
for its laterally symmetric N400s (Kutas, Van Petten, & Besson, 1988), as well as 5
lefthanders. Although the impact of handedness on ERPs to figurative language is an
interesting topic in its own right (Coulson, Van Petten, & Folstein, 2000), handedness of
the participants is orthogonal to the within-subjects comparisons that are the focus of
the present study.

4  We examined a potential confound for interpreting the gradient of N400 amplitudes
across conditions. Although cloze probability was matched across the three conditions,
the use of different sentence contexts for identical targets raises the possibility that
some sentences included more intermediate words that were lexically associated with
the critical final words than others. We searched a large database of free associations
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(Edinburgh Associative Thesaurus; Kiss, Armstrong, Milroy, & Piper, 1973}, which
included 93 of the 165 critical target words as responses to cue words. The number

of cue (associated) words appearing in the experimental sentences was 16 for the
literal, 21 for the literal mapping, and 16 for the metaphor condition, with associative
strengths of .11, .03, and .09, respectively. These observations are not consistent with
the gradient of N400 amplitudes. Because associative priming effects in sentences

are short lived and rapidly attenuated by intervening words (Foss, 1982; Simpson,
Peterson, Casteel, & Burgess, 1989; Van Petten, Weckerly, MclIsaac, & Kutas, 1997), we
also examined a three-word window immediately preceding the critical sentence-final
words. In this window, only 15 of the 279 experimental sentences examined included
associates of the final words: seven associates with mean strength of .08 for literal, five
associates with strength of .08 for literal mapping, and three associates with strength
of .11 for metaphors. The small numbers and weak associative strengths between
intermediate and final words suggest that this factor had little impact on the observed
N400 gradient.

5 Inasimilar comparison between cloze-matched literal and metaphorical sentences,
Pynte et al. (1996, Experiment 1) did not observe a reliably larger late positivity for
metaphors. In another experiment in which unfamiliar metaphors with supporting
context were used, Pynte et al. did observe a larger late positivity, but the control
condition consisted of familiar metaphors with irrelevant context, so that it is difficult
to directly compare these results with the present ones.

6  Although the metaphoric'and literal sentences proved to differ only quantitatively, the
results included one striking qualitative difference among sentence types. The literal
mapping sentences were designed to be an intermediate condition (and behaved accord-
ingly in N400 amplitude), but elicited a large frontal positivity distinct from both the
literal and metaphor conditions. The frontal positive peak elicited by literal mappings
does not resemble any phenomenon in the sentence processing literature to our knowl-
edge, so this finding requires replication and extension. It is worth noting, however,
that a substantial proportion (74%) of the literal mapping sentences describe situations
of pretense, lying, and mistaken identification, so their comprehension depends on
understanding the mental states of actors. One speculation is that the unusual frontal
positivity elicited by literal mappings is related to the observation that narratives plac-
ing heavy demands on theory of mind elicit greater blood flow in prefrontal cortex than
do narratives that do not (Fletcher, Happe, Frith, & Baker, 1995).
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Prototypes, polysemy and word-meaning
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This section of the book is concerned with cognitive linguistic approaches to the nature,
structure and organisation of word-meaning. This general perspective is known as
‘cognitive lexical semantics. There are two major, and inter-related, research concerns
which have dominated research in cognitive lexical semantics, and which are exemplified
by the articles which follow.

The first is concerned with employing insights from non-linguistic aspects of general
cognitive function in order to model lexical structure. In other words, work in cognitive
lexical semantics, informed by the Cognitive commitment described by Evans, Bergen
and Zinken (this volume), seeks to treat the nature of lexical structure as reflecting other
aspects of mental function. One of the most important ways in which this perspective
has been pursued is by applying empirical findings from relatively recent research on
human categorisation to lexical organisation.

The empirical research of Eleanor Rosch in the 1970s (e.g., 1975, 1977; Rosch &
Mervis, 1975) revealed that human categorisation is graded rather than criterial in nature.
That is, categories are associated with goodness-of-example judgements in an inter-
subjectively robust way. Rosch stated this finding in terms of the notion of a ‘prototype,
arguing that categories appear to be structured with respect to prototypes, which serve
as conceptual reference points for categorisation judgements. Since the work of Rosch,
Prototype Theory has been extensively criticised (see Laurence & Margolis 1999 for a
review; and Evans & Green 2006: Chapter 8). Nevertheless, Rosch’s research has been
highly influential, not least because the findings with respect to so-called (proto)typicality
effects still stand, notwithstanding the inadequacies of Prototype Theory.

The notions ‘prototype’ and ‘typicality effect’ were first introduced into linguistics by
Fillmore (1975) and later by Lakoff (e.g., 1982), and Geeraerts (e.g., 1983). The applica-
tion of the notions to cognitive lexical semantics has been most heavily influenced by the
work of Lakoff. One of the most influential aspects of his work relates to so-called ‘radial
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categories. These constitute categories which, while related ultimately to a prototype,
exhibit ‘chaining’-the phenomenon whereby category members exhibit differential
instance and similarity relations and links to other members of the category, resulting
in distinctions in terms of more or less central and peripheral members of a given
category (see Lakoff, 1987). That is, within a radial category, constituent members are
related to one another by convention and by degree. Radial categories thus exhibit family
resemblance relations. Lakoff applied his notion of radial categories to lexical categories,
particularly in modelling the extensive polysemy associated with lexical items.

Polysemy is the phenomenon whereby a single lexical form, for instance, the English
preposition over, exhibits a range of distinct but related semantic units or ‘senses, as
exemplified by the following:

(1) a. The picture is over the sofa [ABOVE]
b. The clouds are over the sun [COVERING]
c.  She has a strange power over me  [CONTROL] etc.

While traditional accounts in lexical semantics have attempted to model polysemy as a
superficial or ‘surface’ manifestation of a single more abstract lexical entry, Lakoff argued
that lexical polysemy reflects distinctions in the way in which the conceptual system is
organised and structured. That is, polysemous word senses can be modelled in terms of
radial categories, which exhibit typicality effects. The consequence of this perspective
is that cognitive lexical semantics treats words as constituting conceptual categories of
senses. On this view, polysemy is a manifestation of underlying conceptual distinctions,
rather than being a superficial symptom of, for instance, contextual processes operating
on abstract underlying representations.

Several papers in this section of the Reader relate to this major perspective. For
instance, the first paper in this section, by Lakoff, lays out his theory of cognitive models,
and their idealised character, a response to Rosch’s work on categorisation. This paper
includes brief applications of the notion of radial categories to the Japanese lexical item
hon and the English preposition over. The next two papers, by Geeraerts, and Tyler &
Evans, apply the findings from Rosch’s research to two distinct, albeit related, issues
in lexical semantics. Geeraerts is concerned with employing the notion of prototypes
to understand the diachronic development of two near-synonyms in Dutch: vernielen
and vernietigen. Tyler & Evans specifically address the issue of polysemy, and offer a
novel theory of lexical representation termed Principled Polysemy which attempts to
account for some of the perceived shortcomings in earlier work on polysemy employing
the construct of radial categories.

The second major research concern in cognitive lexical semantics, and on display
here, has been to take what has become known as an encyclopaedic approach to word-
meaning (see Evans & Green, 2006, Chapter 7, for a review). This view holds that words,
rather than being definitional in nature, the so-called dictionary view of word meaning
(see Haiman, 1980, and Langacker, 1987), are merely ‘points of access’ to large scale
conceptual knowledge structures (Langacker, 1987). In other words, and in contrast
to the received view, words do not ‘carry’ simple definitional meanings. Rather, the
‘meaning’ of any given word can only be understood in terms of the complex background
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knowledge structure(s) with respect to which it is relativised. This perspective is exempli-
fied by several of the papers in this section, but most clearly focused on in the paper
by Fillmore, who argues for the construct of the ‘semantic frame’ with respect to which
word meaning is relativised. In other words, word-meaning cannot be separated from
the larger-scale semantic frame with respect to which a given word is understood.

We now briefly consider each of the papers, and examine how they relate to
these two major concerns. The first paper, by George Lakoff, summarises his seminal
work on categorisation and the theory of Idealised Cognitive Models (ICMs) which
he proposed. Lakoff argues that mental representation (‘cognitive models’) has an
idealised character. The nature and interaction of various idealised cognitive models
gives rise to typicality effects of varying kinds, accounting for the findings reported
by Rosch. Particularly important for the development of cognitive lexical semantics
is his discussion of radial categories, as noted. In particular, one important reason
for modelling the cognitive underpinnings of typicality effects relates to the arena of
word-meaning. Lakoff (1987; see also Brugman & Lakoff, 1988) argued that words
constitute categories of senses which exhibit prototypicality in the same way, in prin-
ciple, as non-linguistic categories.

The notion of prototypicality is taken up by Geeraerts in his paper which is rep-
resentative of his important work on diachronic aspects of lexical semantic change
(Geeraerts, 1994). Geeraerts examines the case of two Dutch words vernielen and verni-
etigen. While etymologically distinct, vernielen originally related to material destruction
and vernietigen to abstract destruction. By the 19th century their usage had evolved so
that they had the same range of application. Geeraerts employs the notion of prototypes
in order to study these two verbs so as to establish whether they really are synonyms.
After all, research in lexical semantics reveals that true synonyms are scarce, if they exist
at all. Geeraerts argues, on the basis of usage-based-and introspective findings, that the
prototype structure associated with the two verbs is distinct. That is, the conceptual core
of each verb is distinct, and thus, the two verbs are near rather than absolute synonyms.
Geeraerts paper is important for a number of reasons. Not only does he apply the notion
of prototypes to diachronic cognitive lexical semantics, his paper also sheds light on
ways of determining prototype structure for linguistic categories. _

One of the difficulties emanating from the tradition inspired by Lakoff was that some
of the specific semantics networks proposed appeared to be methodologically uncon-
strained. Indeed, this was particularly true of Lakoff’s so-called ‘full-specification’ model of
over (for critiques see Deane, 2005; Kreitzey, 1997; Vandeloise, 1990; Sandra & Rice, 1995;
Sandra, 1998; Tyler & Evans, 2003). In response, Evans and Tyler (2004a, 2004b, Tyler &
Evans, 2001/this volume, 2003) developed their model of Principled Polysemy. The third
paper in this section presents their reanalysis of the English preposition over, employing
the Principled Polysemy network. This model attempts to provide a methodologically
constrained, which is to say principled, account of the semantics associated with over. The
importance of the contribution by Tyler and Evans is that this paper represents the first
serious and detailed attempt to provide a methodologically or principled basis for captur-
ing and describing lexical polysemy. Indeed, Tyler and Evans provide detailed criteria for
determining the prototypical sense in a semantic network and for distinguishing between
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distinct senses. Their Principled Polysemy model has become one of the most influential
current models of polysemy within cognitive lexical semantics.

The final paper, by Fillmore, is less concerned with the polysemy of lexical categories.
Rather, Fillmore in his paper entitled Frame Semantics is primarily exercised by the need
to account for and model the conceptual knowledge that lexical items provide access
to, or, in Fillmore's termed are relativised to. He presents these knowledge structures
in terms of the important and influential theoretical construct of a semantic frame. For
Fillmore a semantic frame constitutes a schematisation of experience (a knowledge
structure), represented at the conceptual level and held in long-term memory, which
relates elements and entities associated with a particular culturally-embedded scene
from human experience. Most crucially of all, words, and grammatical constructions,
are relativised to frames such that the ‘meaning’ associated with a particular word (or
grammatical construction) cannot be understood apart from the frame with which it is
associated. In his paper, Fillmore presents an overview of his theory of Frame Semantics.
This approach takes an encyclopaedic approach to word-meaning by viewing linguis-
tic units such as words as providing a means of accessing more complex conceptual
knowiedge structures. More recent developments in Frame Semantics include Fillmore
(1985), and Fillmore and Atkins (1992, 2002).

In sum, the papers in this section relate, in broad terms, to cognitive lexical
semantics—the cognitive linguistic approach to word-meaning. This general approach
has been characterised by a concern for applying insights from research on non-
linguistic aspects of general cognition, particularly categorisation, to the study of
lexical categories such as words. A second and equally important perspective has been
the attempt to model the encyclopaedic nature of word-meaning. Frame Semantics
constitutes one such influential approach which represents an ‘encyclopaedic’ theory
of lexical semantics.

References

Brugman, C., & Lakoff, G. (1988). Cognitive topology and lexical networks. In
S. Small, G. Cottrell, & M. Tannenhaus (eds), Lexical Ambiguity Resolution (pp.
477-507). San Mateo, CA: Morgan Kaufman.

Deane, P. (2005). Multimodal spatial representation: On the semantic unity of over’
In B. Hampe (ed.), From Perception to Meaning: Image Schemas in Cognitive
Linguistics. Berlin: Mouton de Gruyter.

Evans, V., Bergen, B., & Zinken, J. (this volume). The cognitive linguistics enterprise:
An overview.

Evans, V., & Green, M. (2006). Cognitive Linguistics: An Introduction. Edinburgh:
Edinburgh University Press. _

Evans, V., & Tyler, A. (2004a). Rethinking English ‘prepositions of movement’: The
case of to and through. In H. Cuyckens, W. De Mulder, & T. Mortelmans (eds),
Adpositions of Movement (Belgian Journal of Linguistics, 18). Amsterdam: John
Benjamins.




Y AR N

._N-/‘_‘-,.',.J‘;Mﬂ.:,; et ‘ e pin il

It PROTOTYPES, POLYSEMY AND\W;!;WD-MEANING

Evans, V., & Tyler, A. (2004b). Spatial experience, lexical structure and motivation:
The case of in. In G. Radden & K. Panther {(eds), Studies in Linguistic Motivation
(pp. 157-192). Berlin: Mouton de Gruyter.

Fillmore, C. (1975). An alternative to checklist theories of meaning. Proceedings
of the First Annual Meeting of the Berkeley Linguistics Society (pp. 123-131).
Amsterdam: North Holland. '

Fillmore, C. (1985). Frames and the semantics of understanding. Quaderni di
Semantica, 6, 222-254.

Fillmore, C., & Atkins, B. (1992). Toward a frame-based lexicon: The semantics of
RISK and its neighbors. In A. Lehrer & E. F. Kittay (eds), Frames, Fields and
Contrasts (pp. 75-102). Hillsdale, NJ: Lawrence Erlbaum.

Fillmore, C., & Atkins, B. (2000). Describing polysemy: The case of crawl. In Y. Ravin,
& Leacock, C. (eds), Polysemy: Theoretical and Computational Approaches (pp.
91-110). Oxford: Oxford University Press.

Geeraerts, D. (1983). Prototype theory and diachronic semantics: A case study.
Indogermanische Forschungen, 88, 1-32.

Geeraerts, D. (1994). Diachronic Prototype Semantics. Oxford: Oxford University Press.

Haiman, J. (1980). Dictionaries and encyclopedias. Lingua, 50, 329-57.

Lakoff, G. (1982). Categories and cognitive models. Trier: LAUT.

Lakoff, G. (1987). Women, Fire and Dangerous Things: What Categories Reveal About
the Mind. Chicago, IL: University of Chicago Press.

Langacker, R. (1987). Foundations of Cognitive Grammar, Volume I. Stanford, CA:
Stanford University Press.

Kreitzer, A. (1997). Multiple levels of schematization: A study in the conceptualiza-
tion of space. Cognitive Linguistics, 8(4), 291-325.

Laurence, S. & Margolis, E. (1999). Concepts and cognitive science. In E. Margolis &
S. Laurence (eds), Concepts: Core Readings. Cambridge: MIT Press.

Rosch, E. (1975). Cognitive representations of semantic categories. Journal of
Experimental Psychology: General, 104, 192-233.

Rosch, E. (1977). Human categorization. Cognition and Categorization. In
N. Warren (ed.), Studies in Cross-Cultural Psychology, (pp. 27-48). Hillsdale, NJ:
Lawrence Erlbaum.

Rosch, E., & Mervis, C. (1975). Family resemblances. Cognitive Psychology, 7, 573~605.

Sandra, D. (1998). What linguists can and can’t tell you about the human mind: A
reply to Croft. Cognitive Linguistics, 9(4), 361-478.

Sandra, D., & Rice, S. (1995). Network analyses of prepositional meaning: Mirroring
whose mind - the linguist’s or the language user’s? Cognitive Linguistics, 6(1),
89-130.

Tyler, A., & Evans, V. (2001/this volume). Reconsidering prepositional polysemy
networks: The case of over. Language, 77(4), 724-65.

Tyler, A., & Evans, V. (2003). The Semantics of English Prepositions: Spatial Scenes,
Embodied Meaning and Cognition. Cambridge: Cambridge University Press.

Vandeloise, C. (1990). Representation, prototypes and centrality. In S. Tsohatzidis
(ed.), Meanings and Prototypes: Studies in Linguistic Categorization (pp. 403-
437). London: Routledge.

129



6 Cognitive models and prototype theory

George Lakoff

My purpose in this paper is to point out what I think is a deep misunderstanding of
the nature of prototype theory. In well-replicated experiments, Eleanor Rosch and her
coworkers have demonstrated the existence of prototype effects: scalar goodness-of-
example judgments for categories. Thus, for a category like bird, subjects will consistently
rate some kinds of birds as better examples than others. The best examples are referred
to as prototypes. Such effects are superficial. They show nothing direct about the nature
of categorization. As Rosch (1978) has observed,

The pervasiveness of prototypes in real-world categories and of prototypicality
as a variable indicates that prototypes must have some place in psychological
theories of representation, processing, and learning. However, prototypes them-
selves do not constitute any particular model of processes, representations, or
learning. This point is so often misunderstood that it requires discussion. . . to
speak of a prototype at all is simply a convenient grammatical fiction; what is
really referred to are judgments of degree of prototypicality.. . . Prototypes do
not constitute a theory of representation for categories.

Despite Rosch’s admonitions to the contrary, prototype effects have often been inter-
preted as showing something direct about the nature of human categorization. There
are two common interpretations of prototype effects:

The Effects = Structure Interpretation: Goodness-of-example ratings are a direct
reflection of degree of category membership.

According to the Effects = Structure interpretation, scalar goodness-of-example ratings
occur if and only if category membership is not all-or-none, but a matter of degree.
The Effects = Structure interpretation thus makes a claim that Rosch has explicitly
denied - that category membership is scalar whenever goodness-of-example ratings
are scalar.

The Prototype = Representation Interpretation: Categories are represented in
the mind in terms of prototypes (that is, best examples). Degrees of category
membership for other entities are determined by their degree of similarity to
the prototype.
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There are at least two variations on the Prototype = Representation interpretation: one
in which the prototype is an abstraction, say a schema or a feature bundle, and another
in which the prototype is an exemplar, that is, a particular example.

Despite the fact that Rosch has specifically disavowed both of these interpreta-
tions, and despite the fact that they are incompatible with much of what is known
about prototype effects, they have remained popular. In fact, a whole school of research
has developed within cognitive psychology that takes these interpretations as defin-
ing prototype theory. Smith and Medin (1981) is a survey of research based on these
interpretations.

The purpose of this chapter is to suggest a different interpretation of prototype
effects: Prototype effects result from the fact that knowledge is organized in terms of
what I will call cognitive models. There are various kinds of cognitive models, and hence
prototype effects come from a variety of sources.

i Interactional properties

Before we proceed, there is one more common misconception about prototype theory
that ought to be cleared up. In her early work, Rosch claimed that prototypes could be
characterized by clusters of real-world attributes. She later recanted (Rosch 1978:29,
41 -42):

When research on basic objects and their prototypes was initially conceived
(Rosch et al. 1976), 1 thought of such attributes as inherent in the real world.
On contemplation of the nature of many of our attributes listed by our subjects,
however, it appeared that three types of attributes presented a problem for such
a realistic view. (1) some attributes, such as ‘seat, for the object ‘chair; appear to
have names which showed them not to be meaningful prior to the knowledge
of the object as chair; (2) some attributes, such as ‘large’ for the object ‘piano’
seem to have meaning only in relation to categorization of the object in terms
of a superordinate category ~ piano is large for furniture, but small for other
kinds of objects such as buildings; (3) some attributes, such as ‘you eat on it’ for
the object ‘table’ were functional attributes that seemed to require knowledge
about humans, their activities, and the real world in order to be understood.

AsThave argued elsewhere (Lakoff 1987), the properties that are relevant for the charac-
terization of human categories are not objectively existing properties that are ‘out there’
in the world. Rather they are ‘interactional properties, what we understand as properties
by virtue of our interactive functioning in our environment. The properties mentioned
in cognitive models are properties of this sort, not objectively existing properties of
objects completely external to human beings.
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This view is in keeping with results on basic-level categorization. The determinants
of basic-level categorization are all interactional in this respect: perception of overall
shape, motor movements relative to objects, mental images. Each of these is a matter
of interaction between people and objects. They are neither wholly objective nor
wholly subjective.

With this in mind, we can turn to the role of cognitive models in prototype
theory.

2 Cognitive models

The study of cognitive models of a certain sort has been fashionable in cognitive science
for some years now. Rumelhart’s ‘schemas; Minsky’s frames, and Schank and Abelson’s
‘scripts’ are tools for representing knowledge that are used by a wide range of cognitive
scientists. To my knowledge, all of these developed out of Fillmore’s earlier concept of
a ‘case frame, which has been superseded by his frame semantics. Cognitive models of
this sort are all roughly equivalent and I will refer to them as propositional models. Four
other types of cognitive models are now being investigated within cognitive linguistics.
These are: image-schematic, metaphoric, metonymic, and symbolic models (for detailed
discussion, see Lakoff 1987). Cognitive models in general are used to structure and
make sense of our experience, and each element in such a model can correspond to a
category of mind.

3 Graded models

A cognitive model characterizing a concept may be either graded or ungraded. A concept
such as rich is characterized in part by a scale with gradations; individuals are rich
to some degree, and not all individuals are clearly rich or not rich. This is the sort of
category described by Zadeh (1965), and fuzzy-set theory has been set up to deal with
such graded categories. I find them relatively uninteresting and will not discuss them
any further. Prototype effects of the sort discovered by Rosch can occur in the case of
such graded categories. They can also occur in a wide variety of other cases, and it is
those cases that I will primarily be addressing.

4 The idealized character of cognitive models

Fillmore has observed that prototype effects can occur even when a cognitive model
fits the classical definition of a category - that is, when the model is defined as having
clear boundaries and necessary and sufficient conditions. Such prototype effects arise
because cognitive models are idealized ~ that is, they may be defined relative to idealized
circumstances rather than circumstances as they are known to exist. Fillmore (1982a)
gives the example of the concept bachelor:
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The noun bachelor can be defined as an unmarried adult man, but the noun clearly
exists as a motivated device for categorizing people only in the context of a human
society in which certain expectations about marriage and marriageable age obtain.
Male participants in long-term unmarried couplings would not ordinarily be described
as bachelors; a boy abandoned in the jungle and grown to maturity away from contact
with human society would not be called a bachelor: John Paul IT is not properly thought
of as a bachelor.

Asaresult of the background conditions with respect to which a bachelor is defined,
certain fuzzy cases arise: homosexuals, Moslems who are permitted four wives but
only have three, and so on. The fuzziness is not due to any gradience in the model of
the concept bachelor. It is instead due to the inexactness of fit between the background
conditions of that model and other knowledge that we have about the world. Thus,
we can find cases where an individual might appropriately be described as ‘sort of a
bachelor; ‘a bachelor to a degree’ These are prototype effects, but they are not due to
any graded category. In such cases, even classically defined models may give rise to
prototype effects.

The moral is clear: Prototype effects are real, but superficial. They may arise from
a variety of sources. It is important not to confuse prototype effects with the structure
of the category as given by cognitive models.

5 Cognitive models versus feature bundles

One of the most common versions of the P = R interpretation is the theory of weighted
feature bundles. According to this theory, the prototype can be represented by a col-
lection of features with associated weights indicating their importance. An example of
such an analysis of prototype effects is the classic study by Coleman and Kay (1981), of
the use of the verb lie. Coleman and Kay found that their informants did not appear to
have necessary-and-sufficient conditions for characterizing the meaning of lie. Instead
they found a cluster of three conditions, not one of which was necessary, and which
varied in relative importance:

a consistent pattern was found: falsity of belief is the most important element -
of the prototype of lie, intended deception the next most important element,
and factual falsity is the least important. Information fairly easily and reliably
assigned the word lie to reported speech acts in a more-or-less, rather than
all-or-none, fashion, ... [and]...informants agree fairly generally on the relative
weights of the elements in the semantic prototype of lie.

Thus, there is agreement that if you, say, steal something and then say you didn’, that’s
a good example of a lie. A less representative example of a lie is when you compliment
a hostess when you hated her dinner, or if you say something true but irrelevant, like
‘T'm going to the candy store, Ma, when you're really going to the poolhall but will be
stopping by the candy store on the way.
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An important anomaly, however, turned up in the Coleman-Kay study. When
informants were asked to define a lie, they consistently said it was a false statement, even
though actual falsity turned out consistently to be the least important element by far in
the cluster of conditions. Sweetser (1986) provides an important argument against the
feature-bundles model and in favor of a cognitive-models account of lying. What she
shows is that there are independently needed cognitive models of communication and
belief that are used in understanding what a lie is. Sweetser shows that these cognitive
models automatically predict the weightings found in the Coleman-Kay study and,
moreover, permit one to define a lie as a false statement relative to these models, and
still get the correct results. For details, see Sweetser (1984, 1986) or Lakoff (1987).
Sweetser’s study shows that it is the structure of the cognitive models that permits an
adequate explanation of the Coleman-Kay findings, and that weighted feature bundles
do not even constitute an adequate description, much less an explanation. As we will see
below, feature bundles cannot account for most of the prototype phenomena discussed
by cognitive linguists.

6 Mother

Some categories are characterized by clusters of cognitive models. There is an all-impor-
tant difference between clusters of models and clusters of features: models have an
internal structure that features do not have. An example of a concept characterized by
a cognitive model cluster is the concept mother. According to the classical theory of
categorization, it should be possible to give clear necessary-and-sufficient conditions
for mother that will fit all the cases and apply equally to all of them. Such a definition
might be something like: a woman who has given birth to a child. But as we will see, no
such definition will cover the full range of cases. Mother is a concept that is based on a
complex model in which a number of individual cognitive models converge, forming
an experiential cluster. The models in the cluster are as follows.

The birth model: the person giving birth is the mother.

The birth model is usually accompanied by a genetic model, although, since the develop-
ment of egg and embryo implants, they do not always coincide.

The genetic model: the female who contributed the genetic material is the
mother.

The nurturance model: the female adult who nurtures and raises a child is the
mother of that child.

The marital model: the wife of the father is the mother.

The genealogical model: the closest female ancestor is the mother.
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The concept mother normally involves a complex model in which all of these individual
models converge to form a cluster. There have always been divergences from this cluster;
stepmothers have been around for a long time. But because of the complexities of
modern life, the models in the cluster have come to diverge more and more. Still,
many people feel the pressure to pick one model as being the right one, the one that
‘really’ defines what a mother is. But, although one might try to argue that only one of
these characterizes the ‘real’ concept of mother, the linguistic evidence does not bear
this out. As the following sentences indicate, there is more than one criterion for ‘real’
motherhood:

I was adopted and I don’t know who my real mother is.

I am not a nurturant person, so I don’t think I could ever be a real mother to any

child.

My real mother died when I was an embryo, and I was frozen and later
implanted in the womb of the woman who gave birth to me.

I had a genetic mother who contributed the egg that was planted in the womb of
my real mother, who gave birth to me and raised me.

By genetic engineering, the genes in the egg my father’s sperm fertilized were
spliced together from genes in the eggs of twenty different women. I wouldn’t call
any of them my real mother. My real mother is the woman who bore and raised
me, even though I don't have any single genetic mother.

In short, more than one of these models contributes to the characterization of a real
mother, and any one of them may be absent from such a characterization. Still, the very
idea that there is such a thing as a real mother seems to require a choice among models
where they diverge. It would be bizarre for someone to say:

I have four real mothers: the woman who contributed my genes, the woman who
gave birth to me, the woman who raised me, and my father’s current wife.

When the cluster of models that jointly characterize a concept diverge, there is still
a strong pull to view one as the most important. This is reflected in the institution
of dictionaries. Each dictionary, by historical convention, must list a primary mean-
ing when a word has more than one. Not surprisingly, the human beings who write
dictionaries vary in their choices. Dr. Johnson chose the birth model as primary, and
many of the applied linguists who work for the publishers of dictionaries, as is so often
the case, have simply played it safe and copied him. But not all. Funk and Wagnall’s
Standard Dictionary chose the nurturance model as primary, while the American College
Dictionary chose the genealogical model. Though choices made by dictionary-makers
are of no scientific importance, they do reflect the fact that, even among people who
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construct definitions for a living, there is no single, generally accepted cognitive model
for such a common concept as ‘mother’

When the situation is such that the models for mother do not pick out a single
individual, we get compound expressions like stepmother, surrogate mother, adoptive
mother, foster mother, biological mother, donor mother, and so on. Such compounds, of
course, do not represent simple subcategories, that is, kinds of ordinary mothers. Rather,
they describe cases where there is a lack of convergence of the various models.

Not surprisingly, different models are used as the basis of different extended senses
of mother. For example, the birth model is the basis of the metaphorical sense in

Necessity is the mother of invention.

whereas the nurturance model is the basis for the derived verb in He wants his girlfriend
to mother him.

The genealogical model is the basis for the metaphorical extension of mother and
daughter used in the description of the tree diagrams that linguists use to describe
sentence structure. If node A is immediately above node B in a tree, A is called the
mother and B, the daughter. Even in the case of metaphorical extensions, there is no
single privileged model for mother on which the extensions are based. This accords
with the evidence cited above, which indicates that the concept mother is defined by a
cluster of converging models.

This phenomenon is beyond the scope of the classical theory. The concept mother
is not clearly defined, once and for all, in terms of common necessary-and-sufficient
conditions. There need be no necessary-and-sufficient conditions for motherhood
shared by normal biological mothers, donor mothers (who donate an egg), surrogate
mothers (who bear the child, but may not have donated the egg), adoptive mothers,
unwed mothers who give their children up for adoption, and stepmothers. They are all
mothers by virtue of their relation to the ideal case, where the models converge. That
ideal case is one of the many kinds of cases that give rise to prototype effects.

So far we have seen three sources of prototype effects: models with a graded scale
(e.g., rich), classical models with background conditions (e.g., bachelor), and cluster
models (e.g., mother). But there are two other types of sources of prototype effects that
are even more interesting: metonymic models and radial categories. Let us begin with
metonymic models.

7 Metonymic models

Metonymy is one of the basic characteristics of cognition. It is extremely common for
people to take one well-understood or easy-to-perceive aspect of something and use
it to stand either for the thing as a whole, or for some other aspect or part of it. The
best-known cases are those like the following:
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One waitress says to another: The ham sandwich just spilled beer all over
himself.

Here the ham sandwich is standing for the person eating the sandwich. Another well-
known example is the slogan:

Don't let Bl Salvador become another Vietnam.

Here the place is standing for the events that occurred at that place. As Lakoff and
Johnson (1980) showed, such examples are instances of general patterns; they do not
just occur one-by-one. We will refer to such patterns as metonymic models.

A particularly interesting case of metonymy occurs in giving answers to questions.
It is common to give an answer that evokes the information requested, and there seem
to be language-particular metonymic models used to do so. Take, for example, the case
described by Rhodes (1976). Rhodes is a linguist who does field work on Ojibwa, a Native
American language of central Canada. As part of his field work, he asked speakers of
Ojibwa who had come to a party how they got there. He got answers like the following
(translated into English):

I started to come.

[ stepped into a canoe.

I gotinto a car.
He figured out what was going on when he read Schank and Abelson’s Scripts, Plans,
Goals, and Understanding. Going somewhere in a vehicle involves a structured scenario

(or in our terms, an Idealized Cognitive Model, or ICM):

Precondition:  You have (or have access to) the vehicle.
Embarcation: ~ You get into the vehicle and start it up.

Center: You drive (row, fly, etc.) to your destination,
Finish: You park and get out.
End Point: You are at your destination.

What Rhodes found was that in Ojibwa it is conventional to use the embarcation point
of an ICM of this sort to evoke the whole ICM. That is, in answering questions, part of
an ICM is used to stand for the whole. In Ojibwa, that part is the embarcation point.

Ojibwa does not look particularly strange when one considers English from the
same point of view. What are possible normal answers to a question such as ‘How did
you get to the party?’

I drove. (Center stands for whole ICM)
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I have a car. (Precondition stands for whole ICM)

I borrowed my brother’s car. (This entails the Precondition, which in turn stands
for the whole ICM)

English even has special cases that look something like Ojibwa.
1 hopped on a bus. (Embarcation stands for whole ICM)
I just stuck out my thumb. (Embarcation stands for whole ICM)

In short, English can use the Embarcation metonymically to stand for the whole ICM,
just in case there is no further effort involved, as in taking a bus or hitchhiking.

There are many metonymic models in a rich conceptual system, and they are used
for a wide variety of purposes. The kind of most interest for our present purposes are
those in which a member or subcategory can stand metonymically for the whole category

for the purpose of making inferences or judgments.

8 Metonymic sources of prototype effects

As Rosch observed, prototype effects are surface phenomena. A major source of such
effects is metonymy - a sjtuation in which some sub-category or member or submodel
is used (often for some limited and immediate purpose) to comprehend the category
as a whole. In other words, these are cases where a part (a subcategory or member or
sub-model) stands for the whole category - in reasoning, recognition, and so on. Within
the theory of cognitive models, such cases are represented by metonymic models.

9 The housewife stereotype

We have seen how the clustering of cognitive models for mother results in prototype
effects. However, an additional level of prototype effects occurs in the mother category.
The source of these effects is the stereotype of the mother as housewife. Social stere-
otypes are cases of metonymy — where a subcategory has a socijally recognized status as
standing for the category as a whole, usually for the purpose of making quick judgments
about people. The housewife-mother subcategory, though unnamed, exists. It defines
cultural expectations about what a mother is supposed to be. Because of this, it yields
prototype effects. On the whole in our culture, housewife-mothers are taken as better
examples of mothers than non-housewife-mothers.

Such goodness-of-example judgments are a kind of prototype effect. But this effect is
not due to the clustering of models, but rather to the case of a metonymic model in which
one subcategory, the housewife-mother, stands for the whole category in defining cultural
expectations of mothers. Other kinds of metonymic models will be discussed below.
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10 Working mothers

A working mother is not simply a mother who happens to be working. The category
working mother is defined in contrast to the stereotypical housewife-mother. The
housewife-mother stereotype arises from a stereotypical view of nurturance, which is
associated with the nurturance model. According to the stereotypical view, mothers
who do not stay at home all day with their children cannot properly nurture them.
There is also a stereotypical view of work, according to which it is done away from the
home, and housework and child-rearing do not count. This is the stereotype that the
bumpersticker ‘Every Mother Is A Working Mother’ is meant to counter.

The housewife-mother stereotype is therefore defined relative to the nurturance
model of motherhood. This may be obvious, but it is not a trivial fact. It shows that
metonymic models like stereotypes are not necessarily defined with respect to an entire
cluster. In this case, the metonymic model is characterized relative to only one of the
models in the cluster - the nurturance model. Here is some rather subtle evidence to
prove the point:

Consider an unwed mother who gives up her child for adoption and then goes
out and gets a job. She is still a mother, by virtue of the birth model, and she is
working — but she is not a working mother!

The reason is that it is the nurturance model, not the birth model, that is relevant for
the interpretation of the phrase. Thus, a biological mother who is not responsible
for nurturance cannot be a working mother, though an adoptive mother, of course,
can be one.

This example shows the following:

A social stereotype (e.g., the housewife-mother) may be defined with respect to
only one of the base models of an experiential cluster (e.g., the nurturance model).

Thus, a metonymic model where a subcategory stands for the whole category
may be defined relative to only one model in a complex cluster.

A subcategory (e.g., working mother) may be defined in contrast with a stereo-
type (e.g., the housewife — mother).

When this occurs, it is only the relevant cognitive model (e.g., the nurturance model)
that is used as a background for defining the subcategory (e.g., working mother).

Thus, only those mothers for whom nurturance is an issue can be so categorized.
Stepmothers and adoptive mothers may also be working mothers, but biological mothers
who have given up their children for adoption and surrogate mothers (who have only
had a child for someone else) are not working mothers ~ even though they may happen
to be holding down a job.
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Such models of stereotypes are important for a theory of conceptual structure in
a number of ways. First, as we have seen, they may be used to motivate and define a
contrasting subcategory like working mother. This isimportant because, according to the
classical theory, such cases should not exist. In the classical theory, social stereotypes, by
definition, play no role in defining category structure because they are not part of any
necessary and sufficient conditions for category membership! In the classical theory,
only necessary and sufficient conditions can have a real cognitive function in defining
category membership. For this reason, the classical theory permits no cognitive function
at all for social stereotypes. But the fact that the conceptual category working mother
is defined by contrast with the housewife-mother stereotype indicates that stereotypes
do have a role in characterizing concepts.

Second, stereotypes define a normal expectation that is linguistically marked. For
example, the word but in English is used to mark a situation that is in contrast to some
model that serves as a norm. Stereotypic models may serve as such a norm:

NORMAL: She is a mother, but she isn’t a housewife.
STRANGE: She is a mother, but she’s a housewife.

The latter sentence could only be used if stereotypical mothers were not housewives.
Conversely, a category defined in contrast to a stereotype has the opposite properties:

NORMAL: She is a mother, but she has a job.
STRANGE: She is a mother, but she doesn't have a job.

In summary, we have seen two kinds of models for mother:
A cluster of converging cognitive models.

A stereotypic model, which is a metonymic model in which the housewife-
mother subcategory stands for the category as a whole and serves the purpose of
defining cultural expectations.

Both models give rise to prototype effects, but in different ways. Together, they form
a structure with a composite prototype: the best example of a mother is a biological
mother who is a housewife, principally concerned with nurturance, not working at a
paid position, and married to the child’s father. This composite prototype imposes what
is called a representativeness structure on the category: the closer an individual is to the
prototype, the more representative a mother she is.

Representativeness structures are linear. They concern nothing but closeness to the
prototypical case, and thus they hide most of the richness of structure that exists in the
cognitive models that characterize the category. Representativeness structures, though
real, are mere shadows of cognitive models.
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It is important to bear this in mind, as prototype theory is sometimes thought of as
involving only such linear representativeness structures and not cognitive models.

The study of representativeness structures has played an important role in the
history of prototype theory - largely in demonstrating that prototypes do exist and
in making a bare first approximation to finding out what they are and what properties
they have. But a full study of category structure must go well beyond just isolating a
prototype and giving a linear ranking of how close nonprototypical cases are. At the
very least, it must provide an account of the details of the cognitive models that give
rise to the representativeness structure.

11 Radial structures
Here are some kinds of mothers:

The central case, where all the models converge. This includes a mother who is
and always has been female, and who gave birth to the child, supplied her half of
child’s genes, nurtured the child, is married to the father, is one generation older
than the child, and is the child’s legal guardian.

Stepmother: She didn’t give birth or supply the genes, but she is currently mar-
ried to the father.

Adoptive mother: She didn't give birth or supply the genes, but she is the legal
guardian and has the obligation to provide nurturance.

Birth mother: This is defined in contrast to adoptive mother: given an adoption
ICM, the woman who gives birth and puts the child up for adoption is called the
birth mother.

Natural mother: This used to be the term used to contrast with adoptive mother,
but it has been given up owing to the unsavory inference that adoptive mothers
were, by contrast, ‘unnatural’ This term has been replaced by birth mother. -

Foster mother: She is being paid by the state to provide nurturance.

Biological mother: She gave birth to the child, but is not raising it, and there is
someone else who is and who qualifies to be called a mother of some sort.

Surrogate mother: She has contracted to give birth and that’s all. She may or
may not have provided the genes, and she is not married to the father and is not
obligated to provide nurturance. Also, she has contractually given up the right to
be legal guardian.




142

THE COGNITIVE LINGUISTICS READER

Unwed mother: She is not married to the father at the time of the birth.

Genetic mother: This is a term I have seen used for a woman who supplies an
egg to be planted into someone else’s womb, and has nothing else whatever to do
with the child. It has not yet to my knowledge become conventional.

These subcategories of mother are all understood as deviations from the central case.
But not all possible variations on the central case exist as categories. There is no category
of mothers who are legal guardians but do not personally supply nurturance, hiring
someone else to do it. There is no category of transsexuals who gave birth but have
since had a sex-change operation. Moreover, some of the above categories are products
of the twentieth century, and simply did not exist earlier: The point is that the central
case does not productively generate all of these subcategories. Instead, the subcategories
are defined by convention as variations on the central case. There is no general rule for
generating kinds of mothers. They are culturally defined and have to be learned. They
are by no means the same in all cultures. In the Trobriands, a woman who gives birth
often gives the child to an old woman to raise. In traditional Japanese society, it was
common for a woman to give her child to her sister to raise. Both of these are cases of
kinds of mothers of which we have no exact equivalent.

The category of mother in this culture has what we will call a radial structure. A
radial structure is one where there is a central case and conventionalized variations on it
that cannot be predicted by general rules. Categories that are generated by central cases
plus general principles - say, the natural numbers - are not radial structures, as we are
defining the term. We are limiting radial structures only to cases where the variations are
conventionalized and have to be learned. We are also ruling out cases where the central
case is just more general than the noncentral case - that is, where the noncentral cases
just have more properties than the central case, but no different ones. Radial structures
are extremely common, and we will discuss them in very great detail below.

12 Some kinds of metonymic models

So far, we have looked at one case of a metonymic model: the housewife-mother stere-
otype. It defines a subcategory that is used to stand for the entire category of mothers
in defining social expectations. Any time a subcategory (or an individual member of 2
category) is used for some purpose to stand for the category as a whole, it is a potential
source of prototype effects. For this reason, metonymic models play an important role
in prototype theory. Let us look at them a bit more closely.

In general, a metonymic model has the following characteristics:

There is a ‘target’ concept A to be understood for some purpose in some context.

There is a conceptual structure containing both A and another concept B.
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B is either part of A, or is closely associated with it in that conceptual structure.
Typically, a choice of B will uniquely determine A, within that conceptual struc-
ture.

Compared to A, B is either easier to understand, easier to remember, easier
to recognize, or more immediately useful for the given purpose in the given
context.

A metonymic model is a model of how A and B are related in a conceptual structure;
the relationship is specified by a function from B to A.

When such a conventional metonymic model exists as part of a conceptual system, B
may be used to stand, metonymically, for A. If A is a category, the result is a metonymic
model of the category, and prototype effects commonly arise.

Most metonymic models are, in fact, not models of categories; they are models of
individuals. Lakoff and Johnson (1980:Ch. 8) have shown that there are many types of
metonymic models for individuals. There are also many types of metonymic models
for categories; each type is a different kind of source for prototype effects. There are as
many types of metonymic prototype effects as there are kinds of metonymic models for
categories. Following are some of the types I have come across so far.

13 Social stereotypes

As we saw in the case of the housewife-mother, social stereotypes can be used to stand for
a category as a whole. Social stereotypes are usually conscious and are often the subject
of public discussion. They are subject to change over time, and they may become public
issues. Because they define cultural expectations, they are used in reasoning and espe-
cially in what is called ‘jumping to conclusions’ However, they are usually recognized
as not being accurate, and their use in reasoning may be overtly challenged.

Here are some examples of contemporary American stereotypes:

The stereotypical politician is conniving, egotistical, and dishonest.

The stereotypical bachelor is macho, dates a lot of different women, is interested
in sexual conquest, hangs out in singles’ bars, etc.

The stereotypical Japanese is industrious, polite, and clever.

Since social stereotypes are commonly used to characterize cultural expectations, they
tend to be exploited in advertising and in most forms of popular entertainment.
Incidentally, the bachelor stereotype provides a second level of prototype effects in
addition to those that are a consequence of the bachelor ICM not fitting certain situations.
Let us take a situation where the background conditions of the bachelor ICM do fit, a situ-
ation in which there are no cases that the concept was not defined to deal with: no priests,
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no gays, no Moslems with only three wives, no Tarzans. In these situations, there can still
be prototype effects, but the effects will arise within the clear boundaries of the category. In
such cases, the social stereotype of a bachelor will characterize the best examples, and those
undisputed bachelors who do not fit the social stereotype will be less good examples.

A bachelor who is macho, promiscuous, and nondomestic fits the stereotype of
bachelor better than, say, a non-macho man who likes to take care of children, prefers
stable relationships with one person, is not interested in sexual conquest, loves house-
work and does it well, and so on. Stereotypes are used in certain situations to define
expectations, make judgments, and draw inferences. Thus, for example, if all one knew
about someone was that he was a bachelor, one might be surprised to find that he loves
housework and does it well, likes to care for children, and so on. Even though the
bachelor ICM is defined within the classical theory and has clear boundaries in situations
that conform to the background assumptions, prototype effects may still occur internal
to the category boundaries because of the presence of a social stereotype.

Incidentally, we often have names for stereotypes, for example, Uncle Tom, Jéwish
Princess, stud. These are categories that function as stereotypes for other categories.

14 Typical examples

Examples of typical cases are as follows:
Robins and sparrows are typical birds.
Apples and oranges are typical fruits.
Saws and hammers are typical tools.

Social stereotypes are usually conscious and subject to public discussion - and may
even have names. However, the use of typical category members is usually unconscious
and automatic. Typical examples are not the subject of public discussion, and they
seem not to change noticeably during a persons lifetime. They are not used to define
cultural expectations. They are used in reasoning, as Rips (1975) showed, in the case
where subjects inferred that if the robins on a certain island got a disease, then the ducks
would, but not the converse. Such examples are common. It is normal for us to make
inferences from typical to non-typical examples. If a typical man has hair on his head,
we infer that atypical men (all other things being equal) will have hair on their heads.
Moreover, a man may be considered atypical by virtue of not having hair on his head.
There is nothing mysterious about this. An enormous amount of our knowledge about
categories of things is organized in terms of typical cases. We constantly draw inferences
on the basis of that kind of knowledge. We do it so regularly and automatically that we
are rarely aware that we are doing it.
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Reasoning on the basis of typical cases is a major aspect of human reason. Qur
vast knowledge of typical cases leads to prototype effects. The reason is that there is
an asymmetry between typical and nontypical cases. Knowledge about typical cases is
generalized to nontypical cases, but not conversely.

15 Ideals

Many categories are understood in terms of abstract ideal cases ~ which may be neither
typical nor stereotypical. For example:

The ideal husband: a good provider, faithful, strong, respected, attractive. The
stereotypical husband: bumbling, dull, pot-bellied, ‘

Naomi Quinn (personal communication) has observed, based on extensive research
on American conceptions of marriage, that there are many kinds of ideal models for a
marriage: successful marriages, good marriages, strong marriages, and so on. Successful
marriages are those where the goals of the spouses are fulfilled. Good marriages are those
where both partners find the marriage beneficial. Strong marriages are those likely to last.
Such types of ideals seem to be of great importance in culturally significant categories
— categories where making judgments of quality and making plans are important.

A lot of cultural knowledge is organized in terms of ideals. We have cultural
knowledge about ideal homes, ideal families, ideal mates, ideal jobs, ideal bosses, ideal
workers, and so on. Cultural knowledge about ideals leads to prototype effects. There is

" an asymmetry between ideal and nonideal cases: we make judgments of quality and set
goals for the future in terms of ideal cases, rather than nonideal cases. This asymmetry
is a consequence of a pattern of inference that we use with ideals. Ideals are assumed to
have all the good qualities that nonideal cases have, but not conversely.

16 Paragons

We also comprehend categories in terms of individual members who represent either
an ideal or its opposite. Thus, we have institutions like the ten-best and ten-worst lists,
the Halls of Fame, Academy Awards, and the Guinness book of World Records. We
have baseball paragons:

Babe Ruth, Willie Mays, Sandy Koufax. Paragons are made use of in constructions in
the language: a regular Babe Ruth, another Willie Mays, the Cadillac of vacuum cleaners,
and so on. Scientific paradigms are also characterized by paragons. Thus, for example,
The Michaelson-Morley Experiment is the paragon of physics experiments - and is
used by many people to comprehend what a great experiment in physics is.



146

THE COGNITIVE LINGUISTICS READER

A great many of our actions have to do with paragons. We try to emulate them. We
are interested in the life stories of great men and women. We use paragons as models
to base our actions on. We have a great deal of interest in experiencing paragons: we
watch All-Star games, go to Academy Award-winning movies, travel to the Seven
Wonders of the World, and seek to own the paragons of consumer goods. We are
constantly acquiring knowledge of paragons, and regularly base our actions on that
knowledge. Incidentally, we also commonly base inferences on a folk theory that
people who are paragons in some domain are paragons as people. Thus, people are
shocked to find great baseball players or powerful politicians engaging in normal
rotten human behavior.

17 Generators

There are cases where the members of a category are defined, or ‘generated, by the
central members plus some general rules. The natural numbers are perhaps the
best-known example. The natural numbers are, for most people, characterized by
the integers between zero and nine, plus addition and multiplication tables and
rules of arithmetic. The single-digit numbers are central members of the category
natural number; they generate the entire category, given general arithmetic principles.
In our system of numerical representation, single-digit numbers are employed in
comprehending natural numbers in general. Any natural number can be written as a
sequence of single-digit numbers. The properties of large numbers are understood in
terms of the properties of smaller numbers, and ultimately in terms of the properties
of single-digit numbers.

The single-digit numbers, together with addition and multiplication tables and
rules of arithmetic, constitute a model that both generates the natural numbers and is
metonymic in our sense: the category as a whole is comprehended in terms of a small
subcategory.

The natural numbers, in addition, have other models that subdivide the numbers
according to certain properties — odd and even; prime and nonprime, and so on.
Such models are not metonymic. They work by classical Aristotelian principles. But
they only define subcategories of the natural numbers. The category as a whole is

. defined metonymically and generatively by the single-digit numbers plus rules of

arithmetic.

To make matters more complicated, other kinds of numbers are also defined by
metonymic generative models: the rationals, the reals, the imaginaries, the transfinite
cardinals, and so on. Thus rational numbers are understood as ratios of natural numbers,
and real numbers are understood as infinite sequences of natural numbers. In other
words, the rationals and the reals are understood metonymically in terms of the natural
numbers - a subcategory used to generate the larger categories.
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18 Submodels

Another way to comprehend a category is via a submodel. Take the category of natural
numbers again. The most common submodel used is the subcategory of powers often:
ten, a hundred, a thousand, and so on. We use this submodel to comprehend the relative
size of numbers. The members of such a submodel are among what Rosch refers to as
Cognitive Reference Points, which have a special place in reasoning, especially in making
approximations and estimating size. Cognitive reference points within a submodel show
prototype effects of the following sort:

Subjects will judge statements like 98 is approximately 100 as being true more
readily than statements like 100 is approximately 98.

Some submodels have a biological basis: the primary colors, the basic emotions,
etc. Others are culturally stipulated, for example, the Seven Deadly Sins.

19 Salient examples

It is common for people to use familiar, memorable, or otherwise salient examples to
comprehend categories. For example, if your best friend is a vegetarian and you don’t
know any others well, you will tend to generalize from your friend to other vegetarians.
After a widely publicized DC-10 crash in Chicago, many people refused to fly DC-10s,
choosing other types of planes despite the fact that they had overall worse safety records
than DC-10s. Such people used the salient example of the DC-10 that crashed to stand
metonymically for the entire category of DC-10s with respect to safety judgments.

Similarly, California earthquakes are salient examples of natural disasters. A.
Tversky and Kahneman (1983) demonstrated that people use such salient examples in
making probability judgments about the category of natural disasters. The reasoning
used is what Tversky and Kahneman refer to as the conjunction fallacy. We know from
probability theory that the probability of two events, A and B, occurring is always less
than the probability of just one of the events, say B. Thus the probability of coins A and
B both coming down heads is less than the probability of just B coming down heads.

The theory of probability is defined for events A and B, which are not related to one
another. Cognitive models may, however, relate events in our minds that are unrelated in
the external world. What Tversky and Kahneman found was that when we have a salient
cognitive model relating events A and B, it affects our judgments of the probability of
A and B both occurring.

The following is a typical example of the kind Tversky and Kahneman used. One
group of subjects was asked to rate the probability of

A massive flood somewhere in North America in 1983, in which more than 1000
people drown.
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A second group was asked to rate the probability of

An earthquake in California sometime in 1983, causing a flood in which more
than 1000 people drown.

The estimates of the conjunction of earthquake and flood were considerably higher than
the estimates of the flood. Tversky and Kahneman conclude:

The attempts to predict the uncertain future, like the attempts to reconstruct the
uncertain past, which is the domain of history and criminal law, are commonly
based on the construction of hypothetical scenarios, These scenarios, or ‘best
guesses, tend to be specific, coherent, and representative of our mental model
of the relevant worlds.

In short, a cognitive model may function to allow a salient example to stand metonym-
ically for a whole category. In such cases, our probability judgments about the category
are affected.

To summarize, we have seen the following kinds of metonymic models: social
stereotypes, typical examples, ideal cases, paragons, generators, submodels, and salient
examples. They have a cognitive status, that is, they are used in reasoning. And they all
yield prototype effects of some sort.

'\

20 Radial categories

Radial categories are perhaps the most interesting source of prototype effects. Radial
categories have the following properties:

1  There can be no single cognitive model that represents the entire category.
2 There is a central submodel characterizing a central subcategory.

3 Representations for noncentral subcategories cannot be predicted either by
rule or by a general principle such as similarity.

4 There are nonarbitrary links between the central and noncentral subcatego-
ries. These links are other cognitive models existing independently in the
conceptual system.

5 Though the noncentral subcategories cannot be predicted from the central
subcategory, they are motivated by the central subcategory plus other, inde-
pendently existing cognitive models.
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6 Motivated subcategories can be learned, remembered, and used more effi-
ciently than arbitrary, unmotivated subcategories.

Elsewhere I have given a number of very detailed examples of radial categories (Lakoff
1987). Although there is no room here to go through all those examples in sufficiently
convincing detail, I will provide one relatively saort example, using data provided by
Pamela Downing (Downing 1984) and Haruo Aoki (personal communication).
21 Japanese hon
The Japanese classifier, hon, in its most common use, classifies long, thin, rigid objects:
sticks, canes, pencils, candles, trees, and so on. Not surprisingly, it can be used to classify
dead snakes and dried fish, both of which are long and rigid. But hon can be extended
to what are presumably less representative cases:
martial arts contests, with staffs or swords (which are long and rigid)
hits (and sometimes pitches) in baseball (straight trajectories, formed by the
forceful motion of a solid object, associated with baseball bat, which is long, thin,
and rigid)
shots in basketball, serves in volleyball, and rallies in Ping-Pong

judo matches {a martial arts contest, but without a staff or sword)

a contest between a zen master and student, in which each attempts to stump the
other with zen koans

rolls of tape (which can be unrolled into something long and thin)

telephone calls (which come over wires and which are instances of the CONDUIT
metaphor as described by Reddy [1979] and Lakoft and Johnson [1980])

radio and television programs (like telephone calls, but without the wires)

letters (another instance of communication; moreover, in traditional Japan, let-
ters were scrolls and hence sticklike)

movies (like radio and television; moreover they come in reels like rolls of tape)

medical injections (done with a needle, which is long, thin, and rigid)



150

THE COGNITIVE LINGUISTICS READER

These cases, though not predictable, are nonetheless not arbitrary. They do not all have
something in common with long, thin rigid objects, but it makes sense that they might
be classified in the same way. Let us ask exactly what kind of sense it makes.

Let us begin with martial arts contests using staffs or swords. Staffs and swords
are long, thin, rigid objects, which are classified by hon. They are also the principal
functional objects in these matches. A win in such a match can also be classified by
hon. That is, the principal goal in this domain of experience is in the same category as
the principal functional object.

Baseball bats are central members of the hon category. They are one of the two most
salient functional objects in the game, the other being the ball. Baseball is centered on
a contest between the pitcher and the batter. The batter’s principal goal is to get a hit.
When a baseball is hit solidly, it forms a trajectory - that is, it traces a long, thin path
along which a solid object travels quickly and with force. The image traced by the path
of the ball is a hon image — long and thin.

The extension of the hon category from bats to hits is another case of an extension
from a principal functional object to a principal goal. It is also an extension from one
principal functional object with a hon shape to a hon-shaped path formed by the other
principal functional object. Incidentally, in the small amount of research done on hon
to date, it appears that, whereas base hits and home runs are categorized with hon, foul
balls, pop flies, ground balls, and bunts appear not to be. This is not surprising because
these are not principal goals of hitting, nor do their trajectories form a hon shape.

The relationship between the shape of the bat and the trajectory formed by the batted
ball - between a long, thin thing and a trajectory - is a common relationship between
image-schemas that form the basis for the extension of a category from a central to a
noncentral case. Let us consider three examples from English.

The man ran into the woods.
The road ran into the woods.

In the first case, run is used for a case where there is a (long, thin) trajectory. In the
second case, run is used for a long, thin object, a road.

The bird flew over the yard.
The telephone line stretched over the yard.

In the first case, over is used for a (long, thin) trajectory. In the second case, over is used
for a long, thin object, a telephone line.

The rocket shot up.

The lamp was standing up.
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In the first case, up is used for a trajectory. In the second case, up is used for a long,
thin object, a standing lamp.

Such relationships are common and suggest that there exists what might be called
an image-schema transformation of the following sort:

TRAJECTORY SCHEMA «-> LONG, THIN OBJECT SCHEMA

This image-schema transformation is one of the many kinds of cognitive relationship
that can form a basis for the extension of a category.

Some speakers of Japanese extend the hon category to baseball pitches, as well
as hits - again on the basis of such an image-schema relationship within the same
domain of experience. Some speakers extend hon to pitches using both the trajectory
and the contest-perspective, in which the hitter and pitcher are engaged in a contest.
These speakers use hon only for pitches seen from the point of view of the hitter. There
are also speakers who classify pitches with hon only if they achieve the principal goal
of pitching. Since getting strikes is the principal goal of pitching, such speakers can
classify strikes, but not balls, with hon. No speakers have been found who use hon to
classify balls but not strikes. Similarly, no speakers have been found who classify bunts
and foul balls with hon, but not home runs and base hits.

There are similar motivations behind the extensions of hon to other concepts in
sports. Thus, hon can classify shots and free throws in basketball, but not passes. And
it can classify serves in volleyball and rallies in Ping-Pong. These are cases where there
is both a trajectory and a possibility of scoring (achieving a principal goal).

There are several morals to be drawn from these examples:

1 What are taken to be the central cases for the application of son appear to be
concrete basic-level objects: sticks, pencils, bamboo staffs, baseball bats, etc.
The direction of extension appears to go from concrete basic-level objects to
other things, like hits and pitches.

2 Atheory of motivations for the extension of a category is required. Among
the things we need in such a theory are image-schema transformations and
conceptual metonymies — cases where a principal object like a staff or bat
can stand for a principal goal like a win or hit,

3 Hits in baseball and long, thin rigid objects do not have anything objective in
common. The relationship between the bat and the hit is given by an image-
schema transformation and a metonymy. Hence the classical theory, which
requires that categorization be based on common properties, is inadequate.

4  The application of hon to hits in baseball may make sense, but it is not
predictable. It is a matter of convention - not an arbitrary convention, but
a motivated convention. Thus, the traditional view that everything must be
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either predictable or arbitrary is inadequate here. There is a third choice:
motivation. In this case, the independently needed image-schema transfor-
mation and the object-for-goal metonymy provide the motivation.

Ideally, each instance of the use of a classifier outside the central sense should have a
motivation. The motivation cannot be ad hoc - one cannot make up a metonymy or
image-schema just to handle that case. It must be justified on the basis of other cases.
This imposes a criterion of adequacy on the analysis of classifier languages.

Some investigators have suggested that such a criterion of adequacy is too strong;
they have claimed that some classifications simply are arbitrary and that no non-ad hoc
motivation exists. That is an empirical question, and the facts are by no means all in.
But arbitrariness is a last resort. Even if there are some completely unmotivated cases,
one can still apply a slightly weakened criterion of adequacy. Find out which extensions
‘make sense’ to speakers and which extensions seem ‘senseless; and account for those that
make sense. Each sensible extension of a category needs to be independently motivated.
No analysis of a classifier system is complete until this is done.

So far, we have seen that metonymies and image-schema transformations can
provide motivation for the extension of a category. Another important kind of moti-
vation comes from conventional mental images. Take the example of a roll of tape,
which can be classified by hon. We know what rolls of tape look like, both when they
are rolled up and when they are being unrolled. That is, we have conventional mental
images of tape, both when it is in storage form and when it is being put to use. We also
know that we unroll tape when we are about to use it, and that the tape is functional
when it is unrolled. A conventional image of tape being unrolled has two parts: the
rolled part and the unrolled, functional part. The image of the unrolled, functional
part fits the long, thin object image-schema associated with the central sense of hon.
The image of the nonfunctional rolled part does not fit the central hon image-schema.
Metonymy is involved here; the functional part of the conventional image is standing
for the whole image, for the sake of categorization. The functional part fits the hon
schema. This is, presumably, the motivation for the use of hon to classify rolls of tape.
Again, we cannot predict the use of hon for rolls of tape; but we can do something that is
extremely important. We can show why it makes sense. Making sense of categorization
is no small matter. And doing so in a manner that shows in detail how basic cognitive
mechanisms apply is anything but trivial. If the cognitive aspects of categorization are
to be understood, it will require attention to detail at this level. For example, hon can
be used to classify medical injections. Why does this make sense?

Medical injections are another case where the principal functional object (the
needle) is long and thin; the needles can be classified with hon and, by metonymy, so
can the injections.

So far we have seen how image-schema transformations, conventional mental images,
and metonymy all enter into categorization by a classifier. Let us turn to a case that involves
all of these plus metaphor. Recall that hon can be used to classify telephone calls. The con-
ventional mental image of engaging in a telephone call involves using the most functional
part of the telephone - the receiver, which is a long, thin, rigid object and fits the central
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image-schema for hon. The other principal conventional image related to telephone calls
involves telephone wires. These are understood as playing a principal functional role in
telephonic communication. These fit the long, thin object image-schema. They also fit the
CONDUIT of the CONDUIT metaphor - the principal metaphor for communication.
In short, there are two related but different motivations for the use of hon for telephone
calls. That is, there are two ways in which this use of hon fits the conceptual system, and,
where motivation is concerned, the more kinds of motivation, the better. That is, it is not
a matter of finding which is right; both can be right simultaneously.

So far, we have seen that extended senses of son can be based on the central sense
of hon. But extended senses may themselves serve as the basis for further extensions
via category chaining. Recall that letters are classified with hon. There are a number
of considerations that motivate such a categorization. First, letters were originally in
the form of scrolls, often wound around long, thin, wooden cylinders. They have been
categorized with hon ever since, and that image remains very much alive in Japanese
culture through paintings and the tradition of calligraphy. Second, the conventional
image of writing a letter involves the use of a pen, which plays a principal functional
role, and is also a long, thin object. Third, letters are a form of communication, and
therefore an instance of the CONDUIT metaphor. These diverse motivations allow hon
with all these senses to fit the ecology of the Japanese classifier system.

Letters and telephone calls are intermediate steps in a chain. Radio and television
programs are also classified with hon. They are forms of communication at a distance, like
letter-writing and telephone communication. They too are motivated by the CONDUIT
metaphor for communication. Given that letters and telephone calls are classified by hon,
radio and television programs constitute a well-motivated extension. Movies are also
classified by hon. They are also instances of communication at a distance; in addition,
one of the principal conventional images associated with movies is the movie reel, which
looks like a spool of tape, which is classified with hon.

The phenomenon of category-chaining shows very clearly that the classical account
of categorization is inadequate. Sticks and television programs are both in the hon
category, but they share no relevant common properties. They are categorized in the
same way by virtue of the chain structure of the hon category. :

Finally, let us turn our attention to judo matches and contests between Zen masters
and students. Judo matches are in the same domain of experience as martial arts contests
with staffs or swords. A win in judo match can also be classified as a hon. Similarly,
Zen contests are, in Japanese culture, in the same experiential domain as martial arts
contests, and a win there also can be classified as a hon.

Incidentally, the noncentral cases of the hon category vary in some cases from
speaker to speaker. Thus some speakers do not include baseball pitches and some do
not include wins in Zen contests. But to my knowledge, every speaker of Japanese
includes the central members - the candles, staffs, baseball bats, and so on. Moreover,
many of the extensions have become conventionalized for speakers in general: letters,
telephone conversations, home runs, spools of thread. The variation just displayed
involves chaining that has not yet stabilized but which shows the same principles at
work as in the stable conventionalized extensions.
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22 Categories of mind, or mere words

A possible objection to the kind of analyses we have been discussing is that classifiers
are mere linguistic devices and do not reflect conceptual structure. That is, one might
object that, say, the things categorized by hon in Japanese do not form a single conceptual
category. Thus, one might suggest that the analysis of hon may show something about
rules of language, but that it shows nothing about our conceptual system.

Let us, for the sake of argument, consider such a suggestion. Whatever their precise
cognitive status is, rules of language are some part or other of our cognitive apparatus.
Just what would such ‘rules of language’ involve? In particular, they would involve all
the things we discussed above in the analysis of hon:

Central and peripheral members

Basic-level objects at the center

Conventional mental images

Knowledge about conventional mental images
Image-schema transformations

Metonymy applied to mental imagery

Metonymy applied to domains of experience
Metaphors (which map domains into other domains)

These mechanisms are needed, no matter whether one calls them linguistic or not.
Moreover, they appear to be the kinds of things that one would tend to call conceptual
~ mental images and image transformations do not appear to be merely linguistic.
Moreover, linguistic categories can be used in nonlinguistic tasks, as Kay and Kempton
(1984) have demonstrated. But whether they are used in nonlinguistic tasks or not,
linguistic categories are categories — and they are part of our overall cognitive appa-
ratus. Whether one wants to dignify them with the term ‘conceptual’ or not, linguistic
categories are categories within our cognitive system and a study of all categories within
our cognitive system will have to include them.

23 What is prototype theory?

From the point of view of a theory of cognitive models, prototype theory is a theory
of how prototype effects arise. The claim implicit in the theory of cognitive models is
that prototype effects are a consequence of conceptual structure. In some cases, they arise
directly: when cognitive models contain scales, for example, a scale of wealth for the
concept rich. They may also arise directly as a consequence of the radial structure of a
category. On the other hand, they may arise indirectly, as in the case of metonymic and
classical models that are idealized (as in the bachelor example). All of these are cases
where conceptual structure results in prototype effects.
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24 The core + identification procedure proposal

Within recent years there has been a reactionary movement on the part of certain
cognitive psychologists to return to the classical theory of categorization. The princi-
pal works are papers by Osherson and Smith (1981) and Armstrong, Gleitman, and
Gleitman (1983). These papers purport to present arguments against prototype theory.
Instead, they really present arguments - correct arguments — against two clearly
incorrect interpretations of prototype effects: the Effects = Structure and Prototype =
Representation interpretations.

These papers claim that prototype effects have nothing whatever to do with
conceptual structure. Instead, they claim that all such effects result from procedures
for identifying category members. They claim that the classical theory of categories
can be kept if such procedures are postulated. Both papers make the following
assumptions:

The classical theory is workable for all phenomena having ¢
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Prototype phenomena have nothing to do with reasoning.

Prototype effects result only from identification procedures and not from any-
thing in conceptual structure.

Before we turn to examining these papers in detail, it would be worthwhile to recall how
the core versus identification procedure idea came into cognitive psychology. Oddly
enough, the source was a paper of mine.

A bit of history is in order. In my 1972 paper, ‘Hedges, I began by taking for granted
the Effects = Structure Interpretation, and I observed that Zadel’s fuzzy-set theory
could represent degrees of category membership. Later in the paper, I observed that
the Effects = Structure Interpretation was inadequate to account for hedges like strictly
speaking, loosely speaking, technically, and regular. To account for the use of regular one
must distinguish definitional properties from characteristic but incidental properties.
This corresponds to the semantics-pragmatics distinction in the objectivist paradigm,
the distinction between what the word ‘really means’ and encyclopedic knowledge that
you happen to have about the things the word refers to.

However, my observation that the distinction is necessary was not in the service of
supporting the semantics-pragmatics distinction; my purpose was to provide a coun-
terexample. Here is the relevant passage (Lakoft 1972:197 - 198):

But hedges do not merely reveal distinctions of degree of category membership.
They can also reveal a great deal more about meaning. Consider (6).
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(6) a. Esther Williams is a fish.
b. Esther Williams is a regular fish.

(6a) is false, since Esther Williams is a human being, not a fish. (6b), on the
other hand, would seem to be true, since it says that Esther Williams swims well
and is at home in water. Note that (6b) does not assert that Esther Williams has
gills, scales, fins, a tail, etc. In fact, (6b) presupposes that Esther Williams is not
literally a fish and asserts that she has certain other characteristic properties of a
fish. Bolinger (1972) has suggested that regular picks out certain ‘metaphorical’
properties. We can see what this means in an example like (7).

(7) a.John is a bachelor.
b. John is a regular bachelor.

(7b) would not be said of a bachelor. It might be said of a married man who acts
like a bachelor - dates a lot, feels unbound by marital responsibilities, etc. In
short, regular seems to assert the connotations of ‘bachelor; while presupposing
the negation of the literal meaning.

Edward Smith (personal communication) has remarked that this passage started him on
a line of research that he has pursued ever since. What interested him was the distinction
between definitional and incidental properties. The passage had provided counterevidence
to the objectivist view of this distinction, which absolutely requires that ‘semantics’ be kept
independent of ‘pragmatics’; that is, definitional properties are completely independent of
incidental properties. The use of the hedge regular violates this condition, since it makes
use of incidental properties in semantics. Kay (1979, see also 1983) has argued that the
definitional-incidental distinction is not objectively correct, but rather part of our folk
theory of language. The hedge regular makes use of this folk theory. If Kay’s argument
is correct, then the semantics-pragmatics and definitional-incidental distinctions are
invalidated in even a deeper way than I first suggested.

Smith seems not to have been aware that this example was in conflict with the
theory of semantics in which the classical theory of categorization is embedded. He
drew from the distinction a way to keep the classical theory of categories, while still
accounting for prototype effects. His idea was that the definitional properties fit the
classical theory and that the incidental properties gave rise to prototype effects. This
idea is developed in Osherson and Smith’s classic 1981 paper. That paper claims that
the definitional properties characterize the conceptual ‘core’ of a category, that which
permits reasoning; incidental properties, on the other hand, have nothing to do with
reasoning, but are used only to identify category members. Prototype effects, they claim,
have to do with identification and not with reason or conceptual structure.

Ifind itironic that a passage providing counterevidence to the classical view should
provide the impetus for a defense of that view.
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25 Osherson and Smith
Osherson and Smith begin their paper with the following definition of prototype theory:

Prototype theory construes membership in a concept’s extension as graded,
determined by similarity to the concept’s ‘best’ exemplar (or by some other
measure of central tendency).

Here Osherson and Smith are assuming both the Effects = Structure Interpretation and
the Prototype = Representation Interpretation.

Their paper is an argument against these interpretations. Osherson and Smith also
make additional assumptions:

They assume that fuzzy-set theory in the earliest of its many versions (Zadeh 1965)
is the appropriate way of modeling the Effects = Structure Interpretation.

They assume atomism, that is, that the meaning of the whole is a regular
compositional function of the meaning of its parts. As a consequence, gestalt
effects in semantics (cf. Lakoff 1977) are eliminated as a possibility.

They assume objectivist semantics, that is, that meaning is based on truth.

They assume that all noun modifiers are to be treated via conjunction. This
is commonly done in objectivist semantics, though as we will see it is grossly
inadequate.

In the light of the previous discussion, we can see that these assumptions are not well
founded. As we have pointed out, almost all prototype and basic-level effects are incon-
sistent with objectivist semantics. However, the Effects = Structure Interpretation is
not inconsistent with objectivist semantics. The reason is that it treats all categories as
graded categories, and as we have seen, graded categorization is consistent with most
of the objectivist assumptions.

If we grant all of Osherson and Smith’s assumptions, their argument follows. The
examples they give are well worth considering. Like classical set theory, classical fuzzy-
set theory has only three ways of forming complex categories: intersection, union, and
complementation. Osherson and Smith take each of these and show that they lead to
incorrect results. Their first counterexample involves three drawings:

a. A line drawing of a normally shaped apple with stripes superimposed on the
apple.

b. A line drawing of a normally shaped apple.

¢. A line drawing of an abnormally shaped apple with only a few stripes.



58

THE COGNITIVE LINGUISTICS READER

They now consider three concepts: apple, striped, and striped apple. They correctly
observe that within classical fuzzy-set theory there is only one way to derive the complex
category striped apple from the categories apple and striped, namely, by intersection of
fuzzy sets ~ which is defined by taking the minimum of the membership values in the
two-component fuzzy sets. They assume the following:

(a) isa good example of a striped apple.
(a) is not a good example of an apple, since apples generally aren’t striped.

(a) is not a good example of a striped thing, since apples are not among the
things that are typically striped.

1t follows that:
(a) will have a high value in the category striped apple.
(a) will have a low value in the category apple.
(a) will have a low value in the category striped.

But since the minimum of two low values is a low value, it should follow from fuzzy-set

theory that (a) has a low value in the category striped apple. Thus fuzzy-set theory makes

an incorrect prediction. It predicts that an excellent example of a striped apple will

have a low value in that category because it has low values in the component categories

apple and striped. )
There is a general moral here:

GOOD EXAMPLES OF COMPLEX CATEGORIES ARE OFTEN BAD
EXAMPLES OF COMPONENT CATEGORIES.

Osherson and Smith cite a similar example: pet fish. A guppy might be a good example
of a pet fish, but a bad example of a pet and a bad example of a fish. Set intersection in
classical fuzzy-set theory will give incorrect results in such cases.

Osherson and Smith also use some of what might be called ‘logicians’ examples’:

P AND NOT P: an apple that is not an apple

P OR NOT P: a fruit that either is, or is not, an apple
They assume the correctness of the usual logician’s intuitions about such cases: There
is no apple that is not an apple, and so the first category should have no members to

any degree; and all fruits either are or are not apples, so the second category should
contain all fruits as full-fledged members. Such intuitions have been disputed: a carved
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wooden apple might be considered an apple that is not an apple. And a cross between a
pear and an apple might be considered a bad example of a fruit that clearly either is, or
is not, an apple. Osherson and Smith do not consider such possibilities. They correctly
argue that classical fuzzy-set theory cannot account for the usual logician’s intuitions
in such cases.

The argument goes like this. Take an apple that is not a representative example
of an apple, say a crabapple. According to classical fuzzy-set theory, this would have
a value in the category apple somewhere in between zero and 1. Call the value c. Its
value in the category not an apple would then be 1-¢, according to the definition of
set complementation in fuzzy-set theory. If ¢ is in between zero and 1, 1—c will also be
between zero and 1. And both the maximum and the minimum of ¢ and 1-¢ will be
in between zero and 1. Thus, according to fuzzy-set theory, a nonrepresentative apple,
like a crabapple, would have a value greater than zero in the category an apple that is
not an apple, and it would have a value less than 1 in the category a fruit that either
is, or is not, an apple. This is inconsistent with the intuitions assumed to be correct by
Osherson and Smith. If we accept their intuitions, their argument against fuzzy-set
theory is correct.

Osherson and Smith’s last major argument depends on their assumption of the
Prototype = Representation Interpretation, namely, that in prototype theory, degree
of membership is determined by degree of similarity to a prototypical member. They
correctly produce a counterexample to this interpretation. It is based on the following
use of the Prototype = Representation Interpretation. Consider grizzly bears and squir-
rels. Since one can find some (possibly small) similarities between grizzly bears and
squirrels, it follows on the Prototype = Representation Interpretation that squirrels are
members of the category grizzly bear to some degree greater than zero. Now consider
the statement:

All grizzly bears are inhabitants of North America.

Suppose someone were to find a squirrel on Mars. Because that squirrel is a member of
the category grizzly bear to some extent, and because Mars is far from North America,
the discovery of a squirrel on Mars would serve as disconfirmation of the claim that
all grizzly bears are inhabitants of North America. But this is ridiculous. The existence
of squirrels on Mars should have nothing to do with the truth or falsity of that state-
ment. Given Osherson and Smith’s assumptions, this is indeed a counterexample to the
Prototype = Representation Interpretation of prototype effects.

What Osherson and Smith have correctly shown is that, given all their assumptions,
the Effects = Structure and Prototype = Representation Interpretations are incorrect.
Of course, each one of their assumptions is questionable. One need not use the classical
version of fuzzy-set theory to mathematicize these interpretations. The assumption that
noun modifiers work by conjunction is grossly incorrect. And objectivist semantics
and atomism are, as we have seen above, inadequate to handle the kinds of prototype
phenomena that we have discussed. But, most importantly, the Effects = Structure and
Prototype = Representation Interpretations are wildly inaccurate ways of understanding
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prototype and basic-level effects. To show that they are wrong is to show virtually noth-
ing about any reasonable version of prototype theory. In addition, their argument shows
nothing whatever about the Cognitive Models Interpretation that we are suggesting.
But Osherson and Smith seem unaware of all this, and conclude (p. 54) that they have
provided arguments against all versions of prototype theory.

Osherson and Smith then endorse a proposal reminiscent of that suggested by
Miller and Johnson-Laird (1976) for saving the classical theory while accounting for
the experimental results of prototype theory. What they adopt is a hybrid theory: each
concept has a core and an identification procedure. The core works according to the
traditional theory; the identification procedure account for the prototype effects that
show up in experiments. As they put it:

The core is concerned with those aspects of a concept that explicate its relation
to other concepts, and to thoughts, while the identification procedure specifies
the kind of information used to make rapid decisions about membership... We
can illustrate this with the concept woman. Its core might contain information
about presence of a reproductive system, while its identification procedures
might contain information about body’ shape, hair length, and voice pitch.

The core, in other words, would be where the real work of the mind - thought - is
done. The identification procedure would link the mind to the senses, but not do any
real conceptual work. As they say,

Given this distinction it is possible that some traditional theory of concepts
correctly characterizes the core, whereas prototype theory characterizes
an important identification procedure. This would explain why prototype
theory does well in explicating the real-time process of determining category
membership (a job for identification procedures), but fares badly in explicating
conceptual combination and the truth conditions of thoughts (a job for concept
cores).

This hybrid theory assumes that traditional theories actually work for complex con-
cepts. The fact is that this is one of the most notorious weaknesses of traditional
theories. The only traditional theories in existence are based on classical set theory.
Such theories permit set-theoretical intersection, union, and complement operations,
and occasionally a small number of additional operations. But on the whole they do
very badly at accounting for complex categorization. We can see the problems best by
looking first at the classical theory, without any additional operations. The traditional
set-theoretical treatment of adjective-noun phrases is via set intersection. That is the
only option the traditional theory makes available. So, in the classical theory, the
complex concept striped apple would denote the intersection of the set of striped
things and the set of apples.

sy

[T




COGNITIVE MODELS AND PROTOTYPE THEORY 161

The literature on linguistic semantics is replete with examples where simple set
intersection will not work. Perhaps we should start with some that Osherson and Smith
themselves mention (1981:43, fn 8; 50, fn 12).

small galaxy - not the intersection of the set of small things and the set of galaxies
good thief — not the intersection of the set of good things and the set of thieves

imitation brass - not the intersection of the set of imitations and the set of brass
things

Other classic examples abound:

electrical engineer — not the intersection of the set of electrical things and the
set of engineers

mere child - not the intersection of the set of mere things and the set of children

red hair — because the color is not focal red, it is not merely the intersection of
the set of red things and the set of hairs

happy coincidence - not the intersection of the set of happy things and the set
of coincidences '

topless bar — not the intersection of the set of topless things and the set of bars
heavy price - not the intersection of the set of heavy things and the set of prices

past president — not the intersection of the set of past things and the set of
presidents

Such examples can be multiplied indefinitely. There is nothing new about them, and no
serious student of linguistic semantics would claim that such cases could be handled by
intersection in traditional set theory. At present there is no adequate account of most
kinds of complex concepts within a traditional framework, though a small number of
isolated analyses using nonstandard set-theoretical apparatus have been attempted.
For example, various logicians have attempted a treatment of the ‘small galaxy’ cases
using Montague semantics, and there have been occasional attempts to account for
the ‘good thief” cases, and a couple of the others. But the vast number have not even
been seriously studied within traditional approaches, and there is no reason whatever
to think that they could be ultimately accounted for by traditional set theory, or any
simple extension of it.
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Let us turn now from the adequacy of the traditional set-theoretical core of the
Osherson and Smith hybrid theory to the identification procedures. They do not give
an indication as to what such identification procedures might be like. But what is more
important is that Osherson and Smith do not consider the question of what the identi-
fication procedures for complex concepts would be like and how they would be related
to the identification procedures for component concepts. Take, for example, Osherson
and Smith’s case of pet fish. As Osherson and Smith correctly observe, ‘A guppy is
more prototypical of pet fish than it is of either pet or fish’ In the hybrid theory, the
identification procedure for pet would not pick out a guppy as prototypical, nor would
the identification procedure for fish. How does the hybrid theory come up with an
identification procedure for the complex concept pet fish that will pick out a guppy as
prototypical? In short, the hybrid theory has not solved the problem of how to account
for the prototypes of complex concepts. It has just given the problem a new name.

Perhaps the most inaccurate part of the hybrid theory is that it views prototype phenom-
ena as involving no more than ‘identification’ But metonymic cases of prototypes function
to a large extent in the service of reasoning; in general, what Rosch calls reference-point
reasoning has to do with drawing conclusions, and not mere identification. For example,
arithmetic submodels are used for doing computations and making approximations; social
stereotypes are used to make rapid judgments about people; familiar examples are used to
make probability judgments; paragons are used to make comparisons, and ideals are used
to make plans. Moreover, generative prototypes are not used just for identification; they
are necessary to define their categories. Radial structures characterize relationships among
subcategories, and permit category extension, which is an extremely important rational
function. Most actual cases of prototype phenomena simply are not used in ‘identifica-
tion’ They are used instead in thought - making inferences, doing calculations, making
approximations, planning, comparing, making judgments, and soon - as well asin defining
categories, extending them, and characterizing relations among subcategories. Prototypes
do a great deal of the real work of the mind, and have a wide use in rational processes.

In short, Osherson and Smith have said nothing whatever that bears on the version
of prototype theory that we have given. Nor have they provided any reason to believe that
their proposal for saving the classical theory will work. Indeed, the fact that prototypes
are used widely in rational processes of many kin